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ABSTRACT
Identifying the speaker has become more of an imperative thing to do in the modern age. Especially since most personal and professional appliances rely on voice commands or speech in general terms to operate. These systems need to discern the identity of the speaker rather than just the words that have been said to be both smart and safe. Especially if we consider the numerous advanced methods that have been developed to generate fake speech segments. The objective of this paper is to improve upon the existing voice-based biometrics to keep up with these synthesizers.
The proposed method focuses on defining a novel and more speaker adapted features by implying artificial neural networks and transfer learning. The approach uses pre-trained networks to define a mapping from two complementary acoustic features to a speaker adapted phonetic features. The complementary acoustics features are paired to provide both information about how the speech segments are perceived (type 1 feature) and produced (type 2 feature). The approach was evaluated using both a small and large closed-speaker data set. Primary results are encouraging and confirm the usefulness of such an approach to extract speaker adapted features whether for classical machine learning algorithms or advanced neural structures such as LSTM or CNN.
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1. INTRODUCTION

Modern age devices have become more user friendly and natural to interact with than ever, and perhaps there is no functionality that made this true then voice-user interface (VUI) (Syntellect Inc. 2003). VUI uses speech recognition technology to make spoken human interaction with machines a possibility. VUI has been added to a variety of devices such as automobiles, home automation systems, computer operating systems, phones, and even home appliances like washing machines (Donald 1983), microwaves, and televisions have all become voice
commanded devices VCD. In fact, as of 2019, an estimated 3.25 billion VCD were used across the world and by 2023 this number will reach approximately eight billion units (Statista 2020). Given the wide application of VUI, it has become imperative to identify not just the words that have been spoken but also who is issuing these commands to make modern VCD both smart and safe. However, implementing a voice-based biometric system is not an easy task given the various Deepfake algorithms that can generate compelling speech segments by having access just to 5 seconds of the target’s voice (Ye et al., 2019).

The objective of this paper is to improve existing voice-based biometric systems with the hope of making them more robust and immune to deepfakes. To that end, the general structure of voice-based biometrics systems is considered (Figure 1).

![Figure 1. The general structure of speaker recognition systems](image_url)

Most of the research that has been done in order to improve the accuracy of speaker recognition tasks focuses on adapting high-performing pattern matching algorithms to speaker recognition. For instance algorithms such as Gaussian Mixture Model (GMM) (Chakroun et al., 2016), Support Vector Machine (SVM) (Campbell et al., 2006), and Artificial Neural Network (ANN) (Srinivas et al., 2014) have all been suggested to obtain a better recognition rate. Continuous research and effort are ongoing, involving the combination of two modeling techniques (Al-Shaye & Al-Ani, 2016. Chakroborty & Saha, 2009. Singh et al, 2016. Awais et al, 2014) or the implementation of specific hardware (Gaafar et al, 2014).

Obtaining a better recognition rate does not depend only on the pattern matching block. In fact, the role of the feature extraction block is also important for recognition. Feature extraction when carried out correctly will ensure that the information used for matching fulfill the following criteria (Nolan, 1983; Wolf, 1972): i) easy to extract ii) high inter-speakers variability and intra-speaker consistency iii) difficult to mimic/impersonate vi) unaffected by health or age. There are several features to choose from when it comes to feature extraction. However, the most prominent features are acoustic features. These features capture the spectral parameters of the speech signal. This for example could be the psychoacoustic (i.e how sound is being perceived) information provided by the so-called Mel-frequency cepstral coefficients (MFCC) (Davis and Mermelstein, 1980). MFCCs provides better accuracy compared to other features (Kinnunen et al., 2007; Thian et al., 2004). Alternative MFCC driven features have been developed to emphasize speaker-specificity (Charbuillet et al., 2006; Miyajima et al., 2001; Kinnunen, 2002; Orman and Arslan, 2001). Alternative information represented by acoustic features is how sound is produced. This information is estimated by linear predictors (LP) (Makhoul, 1975; Mammane et al., 1996). LP coefficients are not very powerful as a speaker-specific feature. That is why they have been improved and adapted to a more robust and less correlated feature such as the linear predictive cepstral coefficients (LPCCs) (Huang et al., 2001), the perceptual linear prediction (PLP) coefficient (Hermansky, 1990). Acoustics features have been also combined with other feature levels such as phonologic (Murty and Yegnanarayana, 2006; Zheng et al., 2007) and semantic by providing more discriminatory tokens (Andrews et al., 2002; Campbell et al., 2004).
Based on the aforementioned work, an improved speaker recognition approach is suggested in this paper. The approach is to develop speaker-specific short-term features using transfer learning and to couple that with the use of classifiers (such as LSTM and CNN) that are able to incorporate the semantic information present in the speech in its entirety.

2. MATERIALS AND METHODS

2.1 Proposed Approach

The methodological backbone of this paper stems from the fact that for decades now we have been using the same kinds of features for both speech recognition and speaker recognition (Kinnunen and Li, 2010). The idea is to propose a speaker-specific mapping from prominent existing features by extending the finding of (Sinno and Qiang, 2010) to do so. For each frame, two parallel feature streams are extracted: a feature set representing the psychoacoustic information (e.g. MFCC), and a feature set representing the physical parameters of the individual’s speech system (e.g. LPC, LPCC, or PLP). The two streams are used to find a mapping from the acoustic spectrum to the speaker-specific spectrum using the ANN shown below (Figure 2).

![Figure 2. The proposed ANN structure for feature fusion. Top input is for type 1 feature and bottom input is for type 2](image)

The structure shown above was implemented using MATLAB 2017a Deep Learning Toolbox (Figure 2). Each of the input layers as well as the hidden layer contained 44 perceptrons, to account for all possible phonemes in the English language. To reduce the influence of extreme values or outliers in the dataset without having to remove them, a SoftMax function was used as the activation function for the output layer. For input layers and hidden layers perceptrons, the tangential sigmoid activation function was used. This function has a steeper derivative which makes it a good candidate for extracting intermediary features (Meena et al, 2011).

To train the structures shown above, the conjugate gradient backpropagation algorithm is used to reduce the Sum of Squared Errors (SSE) between the outputs of the network and a vector of desired targets. This algorithm has better accuracy when compared with other algorithms (Vacic, 2015).

The structure shown above has the ability to provide speaker-specific phonetic information from each frame by mapping the two streams of features into a single feature. The obtained
stream can be viewed as a sequence of token that in addition to being specific speakers, can also contain a co-occurring pattern of pronouncing certain words that should emphasize the speaker’s print. To that end, 2 additional structures were designed as tokenizers for the entire stream of the newly extracted feature. Both structures were implemented using a more recent version of MATLAB (R2020a).

---

**Table 1**

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Activations</th>
<th>Learnables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>MaxPool2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>MaxPool2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>MaxPool2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>MaxPool2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>MaxPool2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>22</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>23</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>Conv2D</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 3.** CNN based architecture for feature tokenization

**Figure 4.** BiLSTM based architecture for feature tokenization
The hyperparameters for each structure are as shown above (Figures 3, 4) and they were both trained using categorical class entropy as a loss function. This was reduced across training epochs using the Adam optimizer, which as better suited for this kind of complexity involving large data and parameters.

Overall, 3 sets of features were implied in this paper to provide the different pairs of parallel streams. The extraction was conducted also in MATLAB using the Auditory Toolbox (Slaney, 1998) and VOICEBOX (Brooks, 1997).

2.1.1 Mel Frequency Cepstral Coefficient

In practice, MFCCs are near impossible to beat as even when compared with various more recent features, such as spectral subband centroids (SSCs) (Kinnunen et al., 2007; Thian et al., 2004) they performed better. The main reason for that lies in the fact that MFCC unlike regular cepstrum uses frequency bands that are equally spaced on the mel scale, which approximates the human auditory system’s response more closely than the linearly-spaced frequency bands used in the normal cepstrum.

To extract MFCC from an audio signal, the signal is processed as shown in Figure 5. At the end of this pipeline, 13 coefficients were extracted. The 0th coefficient is discarded since it is a very narrow band and contains powers that exist near 0 Hertz which is not significant for the task. The delta and delta-delta were added to the remaining 12 coefficients to ensure that the model is getting sufficient information about the fluctuation of the signal.

\[
\Delta_k = f_k - f_{k-1} \\
\Delta \Delta_k = \Delta_k - \Delta_{k-1}
\]

Figure 5. MFCC derivation

2.1.2 Linear Prediction Cepstral Coefficients

Linear prediction (LP) is another alternative for short spectrum analysis. It has a good intuition about the interpretation of both correlated adjacent samples (in the time domain) and resonant corresponding poles (in the frequency domain). The assumption here is that the entire speech process can be represented by a digital filter shown in Figure 6 which makes LP one of the most powerful type 2 features for speech analysis (Buza et al, 2006).
To extract LPC from an audio signal, the signal is first framed using short time Hamming windows. For each frame, 14 coefficients are extracted. This ensures that all possible speech segments (voiced and unvoiced) are covered and for both genders as well. Coefficients are extracted by computing the vector $a_k$ that links the current speech sample with the previous samples with the same window. This can be expressed by the following equation:

$$s(n) = \sum_{k=1}^{p} \alpha_k s(n - k)$$

(3)

Where $s$ is the speech signal, $n$ is the sample point, $\alpha$ is the formant and $p$ is the number of the required formants (14 in our case). LP coefficients are not often used for speaker recognition. Instead, the linear predictive cepstral coefficients (LPCCs) are incorporated since they are more robust and less correlated. LPCCs are estimated by applying DFT to the obtained LP coefficients.

2.1.3 Perceptual Linear Prediction.

PLP is another feature that describes the psychophysics of the human speech production system. As shown in Figure 7. The procedure for extracting PLP is similar to that of MFCC with the difference lie in the incorporation of Bark-spaced filterbanks instead of Mel-spaced filterbanks, making this feature perfect as a type 2 feature.

2.2 Data Collection

To carry out this work, sixteen participants were recruited from the Institute of Electrical and Electronic Engineering (IGEE) to record a corpus of 51 to 54 English sentences each. All participants were Ph.D. students with ages ranging from 24 to 27 (8 females, 8 males; mean age: 25.37 ± 0.88). They were all non-native English speakers from Algeria, with a relatively high level of proficiency in English (mean TOEFL score: 89.75 ± 6.75 with a mean of 26.06 ± 2.93 in the speaking section).
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All recordings were carried out in the same room located within the institute, (6.0m(L) x 3.5m (W) x 4m(H) as shown in Figure 8). Participants were sitting on a chair, facing a wall at a distance of 0.75m with a monitor in front of them displaying the sentence to be read. The recording device (Honeywell CN51 Personal Digital Assistant (PDA)) was placed between the monitor and the participant.

The recorded sentences differ from one student to the other to ensure that the task remains text-independent and the collaboration of the speaker to a minimum.

![Figure 8. Recording room layout. S is the speaker/participant](image)

To demonstrate that the approach is effective for a wider range of scenarios, the LibriSpeech ASR corpus (Vassil et al, 2015) was implied. The corpus however was only used to confirm the recognition accuracy and was not used for all procedures due to hardware limitations.

### 2.3 Procedures

To assess the performance of the feature fusion approach, a specified pipeline was put in place.

#### 2.3.1 Tuning the Parameters for Feature Extraction

Contrary to what is known in the literature (Kinnunen and Li, 2010) the selection of the frame width and increment is important. These parameters need to be adjusted so that the changes are not too drastic but also capture the right information. In fact, (Paliwal et al, 2010. Eringis & Tamulevicius, 2014) demonstrated this in their works (Figure 9).
There is some discrepancy in the literature regarding the frame width values which optimize accuracy (see Figure 9). To confirm which parameters to choose, the structure shown in Figure 10 is trained with each of the suggested features, extracted using different frame widths. Thirty random segments for each speaker in the data set are used for training while the remaining 21 segments are used for testing. This training was carried out in a cross-validation setup to avoid any overfitting due to the complex nature of the chosen model. Once the overall accuracy was obtained, the frame width was increased by 5 ms. This procedure was repeated until a frame width of 30.0 ms was reached.

The second parameter to consider for tuning the feature extraction was the frame increment. For this, 3 values were considered: Overlapping (50%), Slightly-Overlapping (75%), and Non-Overlapping (100%). For each of these values, the same network shown in Figure 10 was trained with 30 cross-validated speech segments.

To study the effect of fusing features on the overall recognition rate, the structure shown in Figure 2 is trained using two features extracted at the optimal frame width and increment. For each speaker, 30 random segments are used for training while the remaining 21 segments are used for testing. The selected segments were cross-validated and the resulting performance was compared to that of training the structure shown in Figure 10 using a single feature extracted at the same optimal parameters.

The same procedure was repeated for the LibriSpeech corpus. To ensure that the approach works on a larger dataset (921) and on native English speakers. Although the corpus contains more than 51 segments for each speaker, only 51 segments were used between training and testing similar to the recorded corpus.
2.3.3 Tokenizing using Advanced Neural Network

To validate the effectiveness of our approach (i.e. feature fusion) both structures shown in Figures 3, 4 were used as tokenizer for the newly developed feature. Similarly to 2.3.2, the structure in Figure 2 was trained using a pair of type 1 & 2 features. However, instead of using all of the provided speakers, 12.5% (2 speakers for the recorded corpus and 115 speakers for LibriSpeech) of that is used to obtain the pre-trained fusion network (Figure 2) that would define our mapping from regular features to speaker-specific ones.

With the new mapping defined Figures 3, 4 are trained and tested in a similar fashion as in section 2.3.2 (i.e. 30/21 segments with 10 fold cross-validation) using the remaining 87.5% speakers from each data set. Finally, the obtained accuracy from these newly defined features as compared to that of the same structures trained using each of the suggested features (MFCC, LPCC, and PLP).

Given the shape of the input for CNN, all implied segments for this step were kept at a fixed duration of 6 seconds (i.e. either cropped or zero-padded).

3. RESULTS & DISCUSSION

When adjusting for the frame width during feature extraction, the best recognition rate was obtained for a frame width of 10 ms, which coincides with the results obtained by Eringis and Tamulavicius, 2014. These results are depicted in Figure 11. This pattern of improvement was found across all three features that were extracted.

![Figure 11. The results of frame width tuning tasks](image)

Examining the 3 different frame increments for the optimal frame width of 10 ms, we found that a frame increment of 75% provided the highest recognition rate on average compared to the 50% and 100% increments (see Figure 12). This implies that by only adjusting the extraction parameters, 3 additional speech segments were correctly identified.
The fusion of type 1 and type 2 features improved the accuracy of the recognition tasks. As seen in Figure 13, any combination of type 1 and type 2 features would result in a better recognition rate compared to using a single feature. The best result was obtained when combining MFCC and LPCC (99.4% accuracy), this is due to the fact that PLP is more optimized for speech recognition tasks and not speaker recognition tasks (Hermansky, 1990). This in fact explains the low recognition rate in all of the proceedings results.

Figure 13 also demonstrates that the approach works well for native speakers and for a larger set of speakers. In fact, the improvement obtained when testing for the larger corpus was higher. This was due to the fact that this approach created higher dimensionality allowing for better discrimination. Of course, the approach resulted in a slight increase in training time. Figure 14 shows the required training time for each of the trials described in section 2.3.2. These results were obtained using the 4710MG i7 CPU with a RAM of 8GB and only for the recorded corpus.
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The difference in training time between the best performing single feature structure and the best performing fused features structure is 10 minutes and 25 seconds. This means an increase of 38.50% in training time for an improvement of 5.35% in speaker-recognition accuracy if we consider only the effect of feature fusion without the parameter tuning and 6.55% when considering both tweaks. The training time can be significantly reduced if better hardware is used such as a more performing GPU or/and by reducing the duration of the recordings that are used for training the model as feature fusing allows to recognize the speaker much earlier as shown in Table 1.

Table 1. Speaker recognition accuracy over time

<table>
<thead>
<tr>
<th>Input</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>11.01</td>
<td>13.09</td>
<td>19.94</td>
<td>22.91</td>
<td>27.97</td>
<td>50</td>
<td>86.9</td>
<td>91.07</td>
<td>92.85</td>
<td>94.05</td>
</tr>
<tr>
<td>LPC</td>
<td>10</td>
<td>12.5</td>
<td>19.34</td>
<td>22.91</td>
<td>27.38</td>
<td>39.88</td>
<td>83.33</td>
<td>88.89</td>
<td>89.28</td>
<td>91.37</td>
</tr>
<tr>
<td>PLP</td>
<td>10.5</td>
<td>12.79</td>
<td>19.94</td>
<td>21.72</td>
<td>27.08</td>
<td>39.58</td>
<td>81.84</td>
<td>86.60</td>
<td>88.39</td>
<td>90.77</td>
</tr>
<tr>
<td>MFCC&amp;LPC</td>
<td>12.20</td>
<td>18.15</td>
<td>32.14</td>
<td>63.09</td>
<td>84.82</td>
<td><strong>90.17</strong></td>
<td><strong>94.34</strong></td>
<td>97.91</td>
<td>98.57</td>
<td>99.4</td>
</tr>
<tr>
<td>MFCC&amp;PLP</td>
<td>12.20</td>
<td>17.85</td>
<td>31.54</td>
<td>60.11</td>
<td>77.08</td>
<td>90.17</td>
<td><strong>95.23</strong></td>
<td><strong>96.72</strong></td>
<td>98.21</td>
<td></td>
</tr>
</tbody>
</table>

By using 6 seconds of recording the model was able to reach 90.17% when fusing MFCC with LPC. What is even more important about these results is the fact that the fusion approach was able to outperform the single feature approach by utilizing 7 seconds out of the provided 10 seconds of recording, this reduced training time in the fusion approach from 37 minutes and 32 seconds to 24 min and 41 seconds. This time is less than the time required to train the model for any of the features independently. In fact, this observation is the reason why the LSTM and CNN (Figures 3, 4) were trained using only 6 seconds of speech. The use of transfer learning to define a speaker-specific mapping for two streams of features worked and yielded in a huge boost the recognition rate as shown in Figure 15.
Although the accuracy of the individual feature increased due to the use of advanced neural networks, it’s still not sufficient enough to be considered for critical application. However, the features defined through transfer learning had a huge boost in performance leading even to saturation (100% accuracy) for the smaller recorded corpus. In addition, to the huge boost in performance by pre-training the mapping function beforehand, the training time for fused features or for a regular acoustic feature, in this case, is identical.

What’s worth noting is the fact that unlike the previous results, PLP performed better on its own and also when paired with MFCC to recreate the new feature. We believe that this is mainly due to the fact PLP although are less speaker-specific on a frame to frame basis, has the potential of providing clearer tokens for recognizing co-occurring patterns of phonetic information.

4. CONCLUSION

The speech signal does not only convey a message, it conveys information about the speaker themselves, their gender, origins, health, and age. The aim of this work was to improve the task of recognizing a person based on speech segments.

In this work, we set to redefine what a speaker-specific feature should really be, and how to extract them. The proposed approach relies on ANN and their ability to extract intermediary features that are transferable from task to task. Based on this, a structure was trained using two sets of features providing complementary information (type 1 & 2 features) to define a mapping function from the space of these parallel streams to a space of speaker-specific features. The approach proved to be indeed effective and yielded a ~33% increase in the recognition rate. We believe that such an approach may revolutionize what a speaker-specific feature should be? and instead of using acoustic features designed for speech recognition applications, we can either remap them to a more suited feature space or use raw data such as FFT or wavelet to extract an entirely new feature.

The only drawback of such an approach is the additional training time required to train the mapping neural network. Nevertheless, this can be mitigated if sufficient numbers of speakers are implied.
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