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ABSTRACT

Increasing automation in the manufacturing industry requires a comprehensive integration of machines
and business information systems. Driven by the Internet of Things or the high-tech strategy Industry
4.0, an efficient integration plays in this domain an increasing role. Despite powerful technologies, the
integration is a challenging and labor-intensive task. To walk with the development, machines and
information systems need flexible and powerful integration mechanisms with self-configuring and
self-adapting features. The ideal conception would be a plug & produce mechanism, which follows the
USB plug & play principle. In this paper, we address this problem and present a novel approach for a
structured, automated and reusable integration of information systems and machines. The approach is
realized as a framework which allows the development of transformations between different data
schemas. Accordingly, the framework is positioned between machine and application layer. The
framework consists of a declarative mapping language with a graphical notation and an intelligent
solution for connecting different systems. In this contribution, we give an overview of the framework
components and demonstrate the approach in a practical use case.
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1. INTRODUCTION

Increasing automation in the manufacturing industry requires a comprehensive integration of
machines and business application systems. According to emerged visions of Internet of
Things (Mukhopadhyay 2014) or Industry 4.0 (Dujin et al. 2014), continuous integration is an
essential requirement for the implementation of common business processes. The realization
of this guiding principle requires a horizontal and vertical integrated information flow
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throughout the entire automation pyramid. Machiopshe lowest level have to be vendor-
independent, flexible and efficiently integrableiwapplication systems from the IT-level and
new cloud services.

With increasing automation and coupling degree fénetors adaptability, quality and
efficiency of the machine integration play a celnt@e. Currently, the exchange of data
within the automation pyramid does not meet fut@guirements in terms of flexibility and
adaptability. As shown schematically in Figure fiere is a horizontal gap between the
machines on factory level and the overlying appiices and services on enterprise level.
Additionally, there exists a vertical gap betweeachines from different manufacturers,
customers and domains.

Manufacturers of application systems are facinghvitie challenge to integrate their
products into the existing machine landscapes eir tbustomers. Often, the machine and
equipment landscape is heterogeneous and charactdry many different interfaces. Despite
a variety of standardized industry protocols orhexmge standards, machine interfaces are
often adapted for a certain domain, manufacturermachine. Thus, integration between
machines and overlying application systems causesuai adaptation effort which is
complex, time-consuming, and expensive. Moreovarality and transparency of the
integration solution are hindered.

Cloud services
QMs
PPS /

Intelligent

Enterprise level

Factory level

Figure 1. Horizontal and vertical lack of integoatiinside the automation pyramide

In this paper, we address the described integrgiobhlem and present a novel approach
for a structured, automated, and reusable integradf information systems and machines.
The central idea of our approach is a machine afairation system independent coupling
component, which allows a systematic reuse of naegn knowledge from previous
integration projects. The reuse or adaptation ddtiexy integration knowledge to new projects
is to be provided by a framework in an automated wmansparent way. This simplifies the
integration of new machines and improves the respdme of production process changes.

The paper is structured as follows. In Section &, identify specific circumstances and
challenges in the field of machine integrationSkection 3, we present our solution in detail.
Afterwards, we present the implementation of themfework in Section 4. After that, we
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illustrate a use case in Section 5 and evaluateapproach in Section 6. In Section 7, we
discuss related work and conclude this paper ini®e8 with a summary and suggestions for
future work.

2. INTEGRATION DOMAIN

Generally, integration in the area of software apstem development can be defined as the
process of linking separate computing systems antehole so that these elements can work
together effectively (Linthicum 1999). System int&iipn is a manifold discipline with a lot of
different aspects. In this paper, we focus on tikegration between machines and information
systems. Furthermore, we are interested in theration on data or function level (Ruh et
al. 2001), more precisely, we investigate the dathange between different data structures
provided by systems.

A further integration aspect concerning our appho&c the unification mechanism to
overcome heterogeneity between systems. We caimgligth between the following two
mechanisms: standardization and transformationndataization can be defined as a
development process of a standard which avoidsdugseeity a priori by defining a common
structure. For the integration between machinesammdication systems there are a variety of
standards which overcome the technical heterogereity. OPC, SECS/GEM, WSDL,
ODBC, Ethernet, and Fieldbus) and standards foraséioffunctional heterogeneity (e.g.
MAP/MMS and B2MML) (SISCO 1995 and Scholten 200However, in practice, such
standards are frequently adapted to a specific tom@anufacturer or machine. Despite these
standards, many machines and systems offer praprifirmats or adapted standards. Thus, a
mapping or transformation approach is necessargvercome the heterogeneity between
different structures. The aforementioned unificatiechanisms are not mutually exclusive. A
proprietary structure can be mapped to a standardsing a transformation. Our approach
focuses on the semantic/functional heterogeneity @ses the transformation approach as a
unification mechanism.

Application vendors are often focused on a ceriadustry domain and they must
integrate their system with similar systems usedthmir customers in this domain. For
example, a vendor of a Manufacturing Execution &ps{MES) or a Quality Management
System (QMS) is specialized in quality managemert must usually integrate data from
measuring and testing machines. We assume thateth@ntic entities of these systems are
similar and differ only in some issues, such asning, different attributes and relations, or
different serialization formats. Therefore, thensfrmations between these entities in
integration projects are similar and differ only anhdefined variability. Despite powerful
approaches, developers are often facing the clgglehat they cannot apply their existing
transformation knowledge to new integration praect

Currently, in practice the integration is done hsven in Figure 2. In the most cases, the
machines and application systems were integratedindjidual, hard-coded machine
connectors. Often, the interfaces comprising tesformation code are created manually.
This means, changing the interface according to mewds (e.g. production change or
machine updates), causes a lot of manual adapfion. édditionally, the current approaches
are characterized by an insufficient reuse. Ofte@s, existing transformations are simply
copied and manually adapted to similar projectss ftethod is error-prone and contributes to
a lack of transparency.
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Figure 2. Current state of the art: manual devalopeFigure 3. Planned objective: machine connection
machines connectors using the integration framework

To solve this integration challenge, our framewsHould allow the reuse of existing
transformation knowledge in new and similar intéigraprojects. As shown in Figure 3, our
mapping-based integration framework should sulistitbe individual machine connectors.
For this purpose, the framework should be non-iive#g applicable as a standalone
component on-the-top of existing machines.

Our solution should differentiate between the tfamsation logic itself and
implementation of this transformation logic. Thigparation enables the portability of
transformation knowledge to different scenarios amdgration platforms. Additionally, the
executable transformation code should be geneeatenatically. This automation minimizes
the development effort and increases the qualityhefsolution. Beside the automatic creation
of transformation code, the framework should sugpgessible transformation logic in order to
increase the automation of the entire developmmtgss. In the next section, we present our
mapping-based integration framework.

3. MAPPING-BASED INTEGRATION FRAMEWORK

3.1 Framework Overview

The integration framework can be divided into saveomponents. In Figure 4 we give an
overview of the framework architecture. The firstrgponent is the importer of data schemas
from the source and target systems. The second awenp is a binder which creates an
abstract element tree to represent concepts (tgtedutes and relations) of a schema. The
element tree abstracts from concrete schema implati@en details and allows the
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representation of schemas expressed in differatintdogies (e.g. XML schema, database
schema, CSV, or JSON). This allows the accesse@ttual machine data on the source side
and to the application systems on the target Site data can be compliant to different

protocols.

Based on the element trees, a mapping can be defimeorder to overcome the
heterogeneity of the source and target schemas.fihctionality is provided by the mapper
editor. A single mapping comprises a set of the pirap rules that are independent of a
concrete schema technology because they are ddfateegen element tree concepts.

Created mappings are stored in a repository. Tasitory can be regarded as a
knowledge-base for mappings and allows their ranssimilar projects. The framework
includes algorithms implementing comparison strgetp find repository mappings fitting to
the objects of the element tree. Finding correqypiregs can be seen as an intelligence feature
that allows the automatic creation of new mappings.

Mappings and their rules are abstract correspordehetween data schemas. To get an
executable transformation, a generator iterates inespecified mapping rules and produces
an executable data transformation. The generatepésgific to a source and target schema
technology and a selected environment for the toamation execution. The final step is the
deployment and execution of the generated transftiom that finally realizes the data
exchange between source and target system.

Ma pplng- Reyse
Repository algorithms
Storage/Query
Element Element
> Mapper [
tree tree
Machine data Information system
(e.g. CSV) Binding Binding (e.g. XML)
Mapping
Data schema Data Data Data schema
schema schema
A A y A A
).
Import / Generator Import /
Instafnce . Export » Instance of Instance of * Export > Instoafnce
o}
v
Data Data Source Data ' Target Data Data
transformation
Integration platform

Figure 4. Overview of the mapping-based integraffamework

Overall, the application of the integration framekvoonsists of four main steps. These are
presented in Figure 5. In the first step, the seumad target structures are linked. This
generates the abstract element trees, which fdienbdsis of the mapping. The second step is
the creation of a mapping. We distinguish betwedaaaning phase and application phase.
During the learning phase, a user creates the mgppmnanually. Each mapping of the
learning phase is stored in the repository. Theemmttensive the learning phase, the greater
the knowledge of the repository. In the applicatiphase, the acquired transformation
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knowledge can be automatically applied to the newree and target structures. Therefore,
reuse algorithms compare elements from the cuslement trees with existing rules from the
repository in order to find appropriate mappingdidates. Depending on the quality of the
proposed mapping suggestions, they can be autathatamopted to the new structure. If the
suggested solutions make no sense, mapping suggestn also be modified by hand. The
derived mapping can be also stored as transform&tiowledge in the repository. After the
mapping creation, a generator generates the camdsp transformation code for a runtime
environment. In the last step, the generated codetomatically deployed and executed by an
integration platform.

. Deploy and
Bind source Generate ploy
. . execute
and target Create mapping transformation .
transformation
structure code
code

Manual Automatic
mapping mapping

< > Application phase
Mapping
repository

Learning phase

Figure 5. Necessary steps for the application @fitkegration framework

3.2 Representation of Data Schemas

The mapping approach aims to provide an abstracthamésm for specifying mappings
regardless the underlying data schema technolagythits reason, we provide a generic tree
representation of schemas. A binding componentsreadata schema and creates an element
tree structure of this schema. A user interfacevshihis element tree in a specific tree view.
Based on this view, a mapping designer can specifyapping. Each concept in an element
tree holds a reference to the original concept déta schema. This reference is important in
order to get specific details of the data scheméatfe later generation of the transformation
code.

An element tree consists of an element containdraaset of elements. The element tree
structure is part of our mapping language. An el#@meontainer ElementContaingr
represents a data schema. Each element contamerreme corresponding to the name of an
imported data schema and a location of the scheorghermore, an element container has a
binding type and a binding configuration. The bimgltype determines the responsible binding
component, the interpretation of the binding comfadion, and is important for the selection
of the generator. Each element container comprses or more element&Elemeny. Each
element has a binding string and a name. The naimleutée corresponds to the name of an
original element from an imported schema. The lbigditring stores the path to the native
element in the original schema. The format of tlmding string depends on the schema
technology. The binding string or reference is seaey during the generation process of the
executable transformation. Additionally, the mapime enables the presentation of different
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schemas in an element tree. Currently, we suppertfdllowing binder components: CSV,
XML and SECS/GEM. Figure 6 shows example of différechemas represented as element
trees.

a4 CSVfile a4 X5Dfile a SECSMefsage
4 I5Chart 4 SECS/GEM Message
4 Rows 4 L3
MA-N 4 dataset U442
-Mr. .
id U4 WaferCompleted
Nr. type 4 L[1]
Rub 4 data 4 l2]
value U4 HestDefinedReport_28
Rus ) 4 LI6]
Rtk unit A 2014081913480000
4 optionset Anull*
Us vor 4 option A Passivierungsmessung
Us nach set ‘.:zmuonzz
Ausfall value Lis)

Figure 6. CSV, XSD and SECS binder
3.3 Mapping Description

Based on the created element trees, a mappingecdefmed by using a mapping language.
The abstract syntax of this language is presemtdegure 7. The root element of a mapping
description is a mapping containdigppingContainer. A mapping container comprises zero
or more links [ink) and nodesNodd. Each mapping container references at least ones
and one target element contain&tementContaingr A mapping rule is represented by an
operator QOperato)) linked to source and target elements. In dependef the source and
target links in a mapping rule, we classify opemstas one-to-onedneToOng one-to-many
(OneToMany, many-to-one NlanyToOng many-to-many NlanyToMany, and zero-to-any
(ZeroToAny. The zero-to-any operator requires only a tagjement. This operator provides
the creation of any number of target elements. &@pes have a name for their unique
identification in a mapping container, and an ofmraxpression for specifying a filter on
source elements. Each operator is connected toesand target elements using linkgk).

Operators can depend on other operators. The depeydf operators results from the
parent-child relation of elements from the sourcdanget structure. If all elements that are
being mapped have no parent elements in the opédrat the mapping is considered to be a
root operator. If one of the participating elemems a parent element in the tree, the operator
is considered to be a child operator.

The source and target links of an operator referemdy a certain set of data which is
defined by a type element in a schema. The magpgig between these links is descripted as
assignment statements inside an operator. Eacleesaund target link of an operator has an
identifier or variable name. This identifier can b®ed in an assignment statement to define
the concrete mapping between input and output afpemator. Additionally to the assignment
statements, the expression of select statemeptssible. This is necessary to select a subset
of data from a schema element. Additional to teisignment and select statement, an operator
allows the definition of an execution constrainhisl constraint is a condition which controls
the execution of an operator.
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Figure 7. Structure of mappings and element trees

3.4 Transfor mation Execution

A mapping describes only the relationship betwdements of data schemas involved in the
process. This description must be executed in dal&ansform the data from the source into
the target system. We use a generator approatchdamreation of executable transformations.
The generator iterates over the mapping rules agates transformation code. The generator
can query specific information of the source angeatschema which is referenced via the
elements in the element tree. There is a genefatoeach combination of (i) execution
environment, (i) source and (iii) target schemahtelogy. The transformation can be
executed by an existing environment (e.g. transéion systems, programming languages, or
integration platforms) and can be realized as auteodr plugin for an integration platform
(MuleESB or OpenESB) or an independent program w@abte in a general programming
language (e.g. Java or C#). In summary, the gesreagiproach is platform-independent and
enables the portability to other transformationieanments.

3.5 Reuse of Mappings

A key concept of this framework is the reuse of piags and the automatic derivation of new
mappings based on existing mappings. Each mappistpred in a common repository. The
repository represents a knowledge-base and isabis for the creation and adaptation of new
mappings. In the reuse process, reuse algorithmgae elements from the current mapping
with existing repository rules in order to find eutandidates for reusing. The output of the
algorithm is a set of rules with probabilities whimdicate the appropriateness of these rules
for the currently observed mapping.
In Figure 8 we present the process for calculatgs for a new source and target
structure. The whole process consists of the fatigveteps.
- Step 1: In the first step, a framework user maydeht least one source and target
element which should be mapped to each other.
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- Step 2: In the second step, the similarity calémtats executed. The input of this
calculation is the element selection from the fsttp. This step is descripted in more
detail in the next subsection.

- Step 3: After the execution of the similarity cdétion, a list of possible rules are
identified as possible candidates for reuse. Eemmdidate has a probability which
describes the matching factor between the ruléisemepository and the source and target
element from the current element tree. The sintjylacalculation is described in more
detail in the next section.

- Step 4: In the fourth and final step, the calcwateppings are adapted and applied to the
current source and target structure. The applicatiepends on a definable threshold
value, which can be set automatically or manudilye chosen candidate rules are then
applied to the current mapping and representeldeimtapping editor.

I Read and group repository | |
=== I rules '
| o | User selects the elements I v |

& for the algorithm I & ) [
I_m ______ é _____ ] | | Calculate weights for rules | |
[T/ | |
I Execution of the reuse I T e —% ——————————— 7
| & algorithm | I Calculate similarities I
L fY———= i— _____ Al | between repository and | |
[ ———— A————— a | :Q selected rule elements I
= | Selection of the best fit | ! | & v '
I & rule candidates I | Combine element :
L———— t ————— _! : similarities for each rule |
I ____________ = e . e e e e e =
| = Applying the rule :
|1 candidates |

Figure 6. Process of the reuse algorithm

Based on (Manakanatas and Plexousakis 2006), wectaasify reuse algorithms as: (i)
reuse algorithms based on isolated element infaoma(ii) reuse algorithms based on element
structure, and (iii) reuse algorithms based on elgnsemantic. Our goal is to create a generic
algorithm that may be used in the creation of magpibetween any source and target
structure. In such a case, we can only rely oraiedl mapping information as we do not know
in advance which source and target structure airegbmapped. Therefore, the used reuse
algorithm belongs to the first category. In additido considering isolated element
information, the presented algorithm also consigest executions and previous user choices
in order to improve the accuracy of the results.

The individual steps of the algorithm are presentethe right part of Figure 6. The first
step (step 2.1 in Figure 8) of the algorithm israppocessing for all repository rules. During
this step, a number of occurrences of each repygsitde is calculated. Based on the number
of occurrences, the probability of a repositoryendl calculated as:
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Ws, o1, is the probability of the ruls, — T, being the appropriate repository rule for the
reuse algorithmsS, — T, describes a rule which maps a source elementataoget element.
With Ns ., we denote the number of occurrences of$he» T, rule in the repositorys,
andT, are sets of source and target elements of a teppsile, respectively. Witls, — Vv
we present all repository rules that h&yeas the set of source elements. For example, let us
consider a repository containing two instancedefrule:A — B and one instance of the rule
A - C,D. In total, there are 3 rules with tHeset of elements as source. Therefore, the initial

probability that the element sdtshould be mapped ont® is W,_; = § ~ 0.67 and that4

should be mapped on® D isW,_,cp = é ~ 0.33.

In the second step of the algorithm (step 2.2 igufé 8), user selected elements are
matched against the elements from the repositdesrirhe element comparison is based on
element names and done by combining different coatpes. A comparator takes two
element names and produces a single number repirgsem similarity between these
elements. Currently, we have implemented severalgstomparison algorithms, such as,
Levenshtein (Levenshtein 1966) and Jaro-Winklernér 1990) algorithms. Each pair of
elements can be compared with an arbitrary numbeomparators. Similarities calculated by
different comparators can be combined into a singlkie by weighted multiplication of
produced values. The weights are chosen globallg bger, in the tool settings, and assigned
to all comparators. Therefore, the element sintjldsi calculated as:

Z?=1(SE,Er,ci ’ Wci)
SE,ET = n

Sg g, represents the similarity of the selected elenteand a repository rule elemekit.
With Sg ;. we denote the similarity of elemenks andE,. calculated by the comparatgy.
Comparators produce a normalized similarity thist tive [0,1] interval. Additionally, W, is
the weight assigned to each comparator by a uskitdmas a value in the same interval. The
sum of all calculated similarities is divided byetmumber of comparators for the final
similarity to be also normalized and to fit the saimterval.

In order to calculate a probability of a repositonje being an appropriate candidate for
reuse, similarities between all repository rulemgdats and user selected elements must be
calculated and combined into a single rule-spee®idicie. This is calculated as follows:

n k
2i=1SEs Eys, T Xi=1 SE; Ere.,
P _ iTSi L 74
STy — Sy—Tr

n+k

P51, represents the probability of a rdle— T.. being a candidate for reuse. With we
represent a selected source element, while Byiftwe denote a source element of a repository
rule. Sg_ .. represents a similarity between aforementionedcgolements. Similarly,

U 13

SEtirErti represents the similarity between a selected talgenentt, and a target element of a
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repository rule E,,. Both user-selected element collections and rémysirule element
collections are ordered in the same way and comphis same number of source elements
and target elements W __;_is a weight factor calculated in the first stegtaf algorithm.

We should note here that the collection of usezetetl elements may contain zero or more
source/target elements. If the user initiated tigeréghm without selecting any elements, the
algorithm will search for the rule candidates caritay any elements from a source or target
generic element tree. If a user selects one or mowuece elements, the algorithm considers
only these elements instead of all generic treemetes. In the case when, for example, all
selected source elements correspond only to a tsobse repository rule source elements,
other rule source elements must be also considdreely are compared to the rest of the
unselected generic source tree elements to findtalrmOnly when a match is found for all of
these other rule elements, it can be consideredasdidate. This is due to the fact that we
consider a rule to be an atomic semantic unitithaither considered for reuse with all of its
elements, or completely ignored. We do not considkrs with just a subset of its elements.
The algorithm works in a similar way when the uselected elements comprise zero or more
target elements.

In the case where a collection of selected soursments has fewer elements thaor a
collection of selected target elements has fewemehts thark, then the following formula
may be used to calculate the rule probability éarse:

n m k l
P B Yi=1 SEg Ers; T Xitq SEgstyErs; T Yi=1 SEe Ere; T Yi=1 SEgee Ere,
STy = ' Ws,,
i n+m+k+1 i

Two new segments are added to this formula. ZﬂqSEgst,_Ers, segment represents the
U 13

calculation of similarities between the repositaule elements that are not paired with any of
user selected elemerts,, and one of the elements from the generic elenmnts tree ;.
The number of repository rule elements which arepadred with the selected source elements
is denoted withn. The element from the generic source tree is echtsdave the maximum
similarity with the elemeng, ;. This maximum similarity must be larger than arusefined

threshold. AnalogouslﬁﬁzlSEgtt_,E”, segment represents a calculation of similaritiethe
L L

unmatched target elements of the repository rutee umber of unpaired repository rule
target elements is denoted with

4. IMPLEMENTATION

The framework comprises the following componentsders, a mapping editor, a repository,
generators and comparison algorithms. The framevgoitkplemented in Java as an Eclipse-
based application. Each component is implementedphsg-in.

For each data schema technology, there is a bpidgtin. The binder plug-in implements
the creation of the element tree and the bindinghefelements to the concepts in the data
schema. If there is no explicit data schema, thwelddi is responsible for the analysis of
instance data and the inferring of a correspondiata schema. Beside the creation of the
element tree, the binder offers a specific treenfir the mapping editor.
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The mapping editor is the central component whidmnects different binders, the
repository, comparison algorithms and generatore fapping editor is implemented with
the Standard Widget Toolkit (SWT). On the left-hamdl right-hand side of the user interface
a view for the source and target schemas is impitgede In the middle part of the editor, there
is a canvas which allows the drawing of mappingsveen elements. A property view at the
bottom allows the editing of properties, such ames, assignment statements, expression of
select statements, or rule conditions.

The data structure of the mapping and element owrtés implemented with the Eclipse
Modeling Framework (EMF). This framework offers eodeneration of data models and a
serialization and deserialization of data in orgestore and load mapping models as files.

We use Xtend for the implementation of generatGexh generator is realized as a plug-in
and depends on a source and target schema teckinaegwell as, the transformation
execution environment. Xtend allows access on Elia dnd offers navigation or analysis of
the EMF mapping models.

The repository is currently implemented as a filstem directory. All mappings are stored
in a defined directory. The repository componentigeethe mappings from the repository and
can iterate over all mappings. The comparison élgos are implemented in Java.

5. USE CASE

In this section, we present a case study to demagastur integration framework. The selected
use case concerns measuring thickness of wafeirsgdiweir production. This measurement is
important to ensure the quality throughout the pobidn process. For this purpose, the
measurement machines offer different methods, ssclgrid, profile or spot measurements.
Depending on the selected method, the machine pesddifferent output data. In this case,
each machine produces one CSV file per operatiotaging measured values. For data
processing and analysis, CSV data must be impanmteda manufacturing execution system.
The manufacturing execution system offers datarfextes which allow the import of XML
documents conforming to a defined schema. Besidedbhnical heterogeneity between the
CSV format of the source system and XML formathaf target system, the import mechanism
must overcome the functional heterogeneity betvememce and target systems. The existence
of different measurement methods lead to a vaiighil CSV files. That is, the MES vendor
needs a set of different adapters for the integmnatif the measuring machines. The manual
implementation may be insufficient, time-consumingstly, and error-prone. Hence, we use
our integration framework in order to develop ategmation solution which concerns the
variability in the machine data.

The integration solution must transform the CS\édilinto XML files which can be
imported into the MES. The source CSV files araicttired into a header and a payload
section. The header contains metadata which cleizethe measurement process (e.g. time,
laser, charge/batch number, or operator). The meadellowed by the payload section which
contains the measured results of the wafer thicknBise payload conforms to the commonly
used CSV specification and is structured in a tatindted table. Depending on the
measurement method, the number of measuremenslagardiffer. This affects the structure
of the CSV table. The target XML schema for therespntation of the same data comprises
Lot, TestCycleTeastCharacteristicResytindmeasuredValueslements.
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First, the integration framework creates a tramsfdion for a single-layer point
measurement. Algorithms automatically recognize dtracture of the CSV file. A binding
component creates an element tree of the analy®dfile structure. Afterwards, the XML
schema of the MES is imported into the mappingoedi binder creates an element tree for
the XML schema. Based on the element trees, theimgp between the source and target
elements can be described graphically by usingrtapping language. The mapping and the
created element trees are represented in Figuiieh®.mapping consists of the following
operators (denoted as O).

- Oq creates the root XML elemeAtrayOfLot

- O, maps the metadata valuEisneandDate into the XML elemenStartTime

- Oz creates for each row in the CSV payloadod and TestCyleelement in the XML

file.

- 0O4 mapsSubvalues (from Sensor 1) infbestCharacterisiticResylineasuredValues

anddoubleXML elements.

- Os is similar to Q but this operator mapSus values (from Sensor 2) to the

corresponding XML elements.

The created mapping is stored in the repositoryps8quently, the acquired mapping-
knowledge should be applied for the creation ok& mapping. The measurement machine
now processes a double-layer point measurement.CE\¢ file includes four sensor values
per test cycle instead of two values (two valuefith layers A and B). The mapping can be
derived in a fully automatic manner because théedinces between the two CSV files are
marginal. The header sections are identical. H&me®perator @O; can be applied without
changes. Due to the name similarity between theneés Sub -> {Sub A, Sub_B and
Sus-> {Sus_ASus_B) the operators @and Q can be adapted to these new CSV elements
(see Figure 10). The user can execute the reuseithlg which offers a set of calculated
mapping rules. These mapping rules have the higlieslarity value and are adapted to the
new source and target structure. The user can &pplgnapping rules by the selection of rules
in a dialog.

@ e D ol Ehfil (2 Mapper editor B o— gp— coni
File File
4 ElementContainer. machine_csv_source 4 Element Container: mes_xml_target 4 ElementContainer: machine_cev_source 4 Element Container: mes_xml _target
4 Abstract: Header — | ArrayOfLot 4 Abstract; Header . 4| AmayOfLot
Time 4 Lot {complex) Time 4 Lot (complex)
Date L StartTime (dateTime) Date 2 StartTime (dateTime)
Article No. EndTime (dateTime) Article No. EndTime (dateTime)
Laser Lotho (string) Laser LotNo (string)
| Senzor 4 TestCycle (complex) Sensor ProcessingDate (dateTime)
| Charge No TestCycleNo (string) Charge No. 4 TestCycle (complex)
Operator a TestCharacteristicResult com) Operator TestCycleNo (string)
4 Abstract: Row TestCharacteristicNo (stri 4 Abstract Row 4 TestCharacteristicResult (¢
M. 4 measuredValues (comple| M. TestCharacteristicNo (
Sub double (float) Sub_A 4 messuredValues (com
Sus Sus_A double (float)
Sub_B
Sus B
Property Value “ || Property  Value “ Property Value Property Value # || property  Value Property Value
T Abstiacti Feader: | (| nahe || name ArrayOfLot name Abstract: Header condition waiie AnayOfLot
% L [ 61 V‘ x 0 x 0 _ || tinap 3 0

Figure 9. Mapping of single-layer measurement Figure 10. Mapping of double-layer measurement

After the selection of the suggested mapping rudedeveloper can check and correct the
mappings in the mapping editor. The implementedeggor creates a data transformation
based on the mapping specification. In this uses,cdava code is generated that can be
executed in the integration platform. Within these of this use case, the integration platform
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MuleESB (MuleSoft Inc. 2015) was used. The intagratplatform reads the CSV files,
executes the generated transformation and writesrérated XML files into the MES.

6. EVALUATION

We evaluated the integration framework on the bakthis use case and similar applications
in the area of machine integration. The mappingoedivorks well with different data
structures. Organizing data schemas as elemestitaaitable for the representation of many
different data schema technologies. The mappinguage provides developers with enough
concepts to express all needed mappings and torajenan executable transformation
between the participating data schemas.

The graphical notation of the mapping is intuit@ed enables a good overview of the
mappings. Nevertheless, we find that the graphadesentation of complex mappings could
be confusing due to the amount of lines. Hencecovesider for the future work a table-based
view in mappings. Our mapping tool also improves tlsability of the exchange process.
Instead of programming a transformation, the toemhegates the executable transformation.
Generally, the mapping tool supports exchange hmtwearious data sources. The
representation of data structures as element &émgs the import of schemas from various
machines and information systems.

The automatic derivation of mapping rules basee:xiating mapping rules containing in
the repository works well in our use case. Theifigcbf mappings in the repository depends
on the quality of the mapping database and the aosgn algorithms. The development of
sufficient algorithms and the optimal configuratisna work in progress. We assume that
automatic mapping is possible but the developertnmase the possibility to adapt the
suggested mappings in the editor.

Furthermore, the approach improves the efficienoyd ajuality of transformation
development. By separating of mapping logic andtthasformation execution aspect, it is
possible to change the mapping logic without wgttransformation code. Furthermore there
are different levels of error handling: during tiievelopment time of the mappings and the
code generation of the data transformation.

7. RELATED WORK

Adapter boxes or protocol converters, for instanBaybus-adapters by HMS Industrial
Networks (HMS 2014), are the easiest way to intiegnaachines and application systems and
to overcome technical and functional heterogene€ityese converters often focus on the
translation of technical machine protocols. Additibto this, some converter boxes allow
overcoming the functional or semantic heterogendtyt the transformations are hard-coded
into these devices. Our approach allows for dynaon@ation of mappings to overcome
functional heterogeneity.

In the simplest case, the associated transformsatiam be implemented by a general
programming language, specialized mapping languagesy. Altova MapForce)
(Altova Map Force 2014) or transformation languag@esg. XSLT) (Kay 2007). These
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technologies offer limited concepts for the reudetransformation knowledge and the
automatic derivation of new transformations.

In many cases, integration platforms and middlevgatations, such as, IBM WebSphere,
Microsoft BizTalk Server, MuleESB or OpenESB, arsed to exchange data between
application systems. These platforms usually ciferide range of different standard adapters,
which can be used for the machine integration. &laeapters enable the technical integration
to systems. The transformation between particigatidapters to concrete data structures is
still necessary. Our tool supports this task amdlm@ seen as an additional add-on to such an
integration platform.

The development concept of the mapping-based framevollows the Model-Driven
Development (MDD) paradigm (Stahl and Vélter 2008)e use different concepts such as
model transformations or model comparison algorihi®everal mapping approaches and
environments are proposed in literature. (Wimme&@roposes an approach to model-based
tool integration in the context of the ModelCVS jea. However, this approach heavily
depends on the EMF technical space and it is reityeapplicable to other technical spaces.
(Bézivin et al. 2005) present the ATLAS Model Maeagnt Architecture (AMMA). It
provides an extendable core language for specifpiagform independent transformations.
Authors of the paper argue that for a tool intégraprocess, a specific language should be
derived from the core language in order to coverspecific need of that process. However,
we feel that this could be burdensome for the usérsuch a tool as for each integration
scenario they need to create new concepts. Our igo@l provide a single and powerful
mapping language that can be used regardless dfotiie being integrated. Several other
mapping approaches can be found in literature, sghClio (Miller et al. 2001), Rondo
(Melnik et al. 2003), RDFT (Omelayenko 2002), andML-based approach (Hausmann and
Kent 2003). All of these approaches focus on thegiration of certain technical spaces or
languages, such as, XML, Relational DatabasesMi.UHowever, none of these approaches
allows a single language for the integration oftaaby technical spaces.

The reuse of transformations is a well-known problés it is presented in (Kusel et
al. 2013), currently there is a strong focus onrthese in the implementation phase. However,
the reuse across all development phases is natcgeimplished. Our focus is on the design
phase. In addition to reuse in transformation laggs, our approach is influenced by the
ontology alignment approaches. In papers (Euzendt\fltchev 2004, Gross et al. 2013,
Jung 2010, Kappel et al. 2006) multiple ontologigrainent scenarios and approaches are
proposed. Based on the observations from thesergape were able to fine tune our
algorithm and also see its drawbacks that shouichpeoved in the future.

8. CONCLUSION

In this paper we presented a mapping-based integrdtamework which enables data
exchange between different data structures. Thegiation framework focuses on the
connection of machine data and information systeftge approach consists of different
components. The first component reads differerd dahemas and represents a schema as an
element tree. Another component is the declaratmapping language with a graphical
notation to specify mappings between source argetazchemas. Based on these mappings,
generators can create an executable data trangfonmA special feature of this approach is
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the reuse of mappings and the derivation of newpimgs from existing mappings stored in a
repository. With the help of this knowledge andigiion functionality, the specification of a
new mapping can be automated. A special charmefstiution is that in addition to new
machines also successively existing machines cacobeected minimally invasive through
the integration framework. Thus, they get a posteindustry 4.0 ready and will get able to
meet the more and more dynamic market demands efi@ctively.

In order to evaluate the approach, we presentegpaptication scenario for our mapping
tool. The case study concerns the exchange oftadteeen machine data represented as CSV
and an MES which allows the import of XML data. Tpr@sented framework is suitable for
mapping definition and for finding new mappings.

One direction of future work is to improve the uggerface of the mapping tool. In case
of large data schemas, a mapping diagram couldgmticrowded with links and operators.
This could be improved by using a tabular view @fppings with less graphical lines between
elements. Furthermore, we plan to implement comparialgorithms which take also the
semantic of elements into consideration.

Due to the separation between runtime and configuraenvironment, it would also be
conceivable, to develop beside additional transétion models, further value-added services.
This could be realized both on premise and on demaara cloud offer.
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