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ABSTRACT

With the diversity of computer devices and the éasing number of software systems to support daily
activities, personalization became an importantireqnent in software development. User interface of
such systems should not only be customized in texfrisyout, screen resolution, and other design
aspects, but should also provide the user withirpart information that takes into account the ceinte
when using the system. We argue that personalifedmation should guide interface design aspects as
well as the choice of the relevant information éofrovided through such interface. To addressidieis,

we explicitly define a context model to captureralevant information related to the user. Thistegn
model is generic and could be used in the desigmypfuser interface. To adapt such model to a fspeci
application domain, we propose that the context ehadncepts are mapped to the concepts of an
ontology that captures the knowledge of an apptinatiomain. In this way, it is possible to indicate
which specific application domain information steblle provided as input/output in the user interface
based on the context. In addition, we embed théegbrmodel and the domain ontology in a model-
driven architecture framework to allow semi-autdmajeneration of personalized user interfaces.
Finally, an illustrative example of the proposegmach is presented.
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1. INTRODUCTION

The proliferation of electronic information availabvia different computer devices with

several interaction modes brings a new challengsygiem development: presenting the
relevant information for a specific user in a sbigamanner for that user (Van Setten, 2001),
that is, to generate personalized information. His tway, the user feels like the software
system was developed for him/her and the softwgstes becomes more productive and
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attractive to the user, which results in a bettmreptation and use of the system. To address
this important challenge, information about therused his/her situation or context while
using a system is usually organized in models d@inatintegrated to the software system. We
argue that this personalized information should ks used in the design of user interfaces.

Recognizing this need, some approaches emergedrsider the context in the user
interface design (e.g. Calvary et al., 2003; Vaddeckt, 2005; Taconet and Aoul, 2008; Ayed
et al., 2007; Hachani et al., 2009). These appresmcise information about the user and the
context to set how to present information and tstamize the interface for different devices.
However, the personalized information should alsoubed to set the pertinent input/output
content in the interface fields. In other words,levdlesigning a user interface, we would like
to personalize the way information will be preseénfiee., the container) and to indicate which
information should be presented (i.e. the conteat)sidering what we know about the user
such as personal data, preferences, hardwaresstsing, etc. To that end, we propose to use
a context model with personalized information altbetuser and an ontology for the specific
application domain. These models are used in a htbden architecture (MDA) approach
(OMG, 2001) to support the user interface genematio

When talking about personalization, one can thirfkirdormation retrieval domain
methods and techniques to identify personalizearimétion about the user such as: cognitive
methods and collaborative filtering (Cinquin et, &002). In general, these approaches use
some basic information about the user, a classefsy and/or an analysis of contextual data
(historical information) to identify the preferemsgeorofile, and characteristics of the user. Our
goal is not to provide a method like these appreachbut rather to use the information
generated by them in the design of user interfatles.information related to a particular user
is viewed as an instance of a general model ofestnThis paper presents how this context
model is defined for our purposes and its assariatith domain ontology in order to be used
during the user interface design following a MD4oegach.

The remainder of this paper is organized as folloBection 2 presents some definitions
and relevant research on personalization and comtedeling. Section 3 describes our
proposition of context modeling and how it is assted to domain ontologies to allow
personalization. Then, in section 5, these modsdsused in a MDA approach to generate
personalized user interfaces. Section 5 and 6 presespectively, some related works and
limitations of our approach. Finally, Section 6 g®ets our conclusions.

2. PERSONALIZATIONAND CONTEXT MODELING

There is no consensual definition of personalizatidsually, authors define personalization
based on their specific goals and applications i(A2006 and Bouzghoub, 2004). Some
important definitions from the Human-Computer lation and Information Research
domains are:

e ‘“Personalization is the ability to provide contestd services that are tailored to
individuals based on knowledge about their prefegsnand behavior” (Hagen et al.,
1999).

» ‘“Personalization is the capability to customize owmication based on knowledge
preferences and behaviors at the time of interat{ioyche, 2002).

» “Personalization means delivering to a group ofvitllials, relevant information that is
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retrieved, transformed, and/or deduced from infdimmasources” (Won, 2002).

Besides the diversity of definitions, personaliaatis often confused withatlaptation”.
Ledoux (2001) defines adaptation as the processodifying systems to work adequately in a
given context, which means the system suits pdyferder expectation in a given context.
Some authors (Kappel et al., 2000; Mobasher, 2000 bedoux, 2001) argue that
personalization and adaptation are synonymousy®i#ali, 2006 and Won, 2002) consider
that personalization is part of adaptation. GardariBs et al. (2005) define personalization as
“adaptation towards aamed useffor which an internal and individual model is nedd
Simonin and Carbonell (2006) describe personatinatis “the dynamic adaptation of the
interface to the profile”. In general, we can shgttpersonalization deals with the capacity of
adaptation of a user interface (Ul) considering eanformation related to this user. The
personalization can take into account several aspde.g., navigation, structure,
functionalities) and it can be performed basicaltythe interface containers presentation; i.e.,
layout, colors, sizes, and other design elementscantent; i.e., data, information, document
(Anli, 2006 and Brossard et al., 2007). Figure llisirates examples of content and
containers’ personalization of a system for trgMahning. For instance, the adaptation of the
size of interface elements such as fonts and wsdgepresents a personalization of the
container presentation based on the specific platftevice (in this case, IPhone) used by the
user. Information about the departure city and depa date (Figure 1(a)) are examples of
personalization of content. Departure city is awttaally filled based on the location where
the user is at the time of using the system. Dapadate is the current day. Another example
of personalization of content is presented in Féglib). In this example the user is unable to
walk; thus, the system will propose to him onlyedir itineraries with a reduced price
(according to his/her age).

il ATAT i\ IATAT \W\
[ Departure Time | interessant plans | Hotels i

Departure. Valenciennes FD m

Arrial Paris autofilling

Departure Defe | 01-01-2010 Time (0800

Means of ransport

\ Search

.

(@) (b)
Figure 1. Examples of user interface personalinatica transport system

Different approaches have been proposed to sumeosbnalization. Many of them are
based on algorithms that recognize user behavitterpa when interacting with computing
systems to predict user next move (Hirsh et al0020Using the past and recent information
about the user’s interaction, different techniqaoédiltering and recommendation have been
explored - see for example (Brusilovsky et al. 20Gor different studies on web
personalization. Other studies focused on the digiin of user profile models to perform
personalization (Brusilovsky et al. 2007). Moregwame authors (e.g. Calvary et al., 2003;
Vanderdonckt, 2005, Hachani et al., 2009 and Ayedle 2007) proposed to use context
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models to allow the user interface adaptation otaioer’s personalization.

According to (Dey, 2001) when a system uses cort@xrovide relevant information
and/or services to the user, it is considered eta@are. This is a generalization of the first
definition for context-aware computing which coresigld that context-aware software (Schilit
et al. , 1994) “adapts according to the locatiousd, the collection of nearby people, hosts,
and accessible devices, as well as to changesctotkings over time”, that is, context-ware
applications adapts themselves according to theaegbnin this sense and based on the
previous definitions of personalization, we can gt if we do personalization by using the
context, we are building context-aware softwardesys

Context is being also largely defined. Schilit €t(4994) introduced that the important
aspects of context are: where you are, who yowvite and what resources are nearby. From
this definition, several authors explored differecintext elements, such as location,
environment, states of interest, time, activityd &0 on. After analyzing several definitions of
context, Abowd et al. (1999) defined context as amfprmation that can be used to
characterize the situation of an entity (persomc@l or object) considered relevant to an
interaction between a user and a system. Finallyhé user interface design research (our
particular interest in this paper), Calvary et (@003) defined that context is composed of
three classes of entities: thserof the system, thplatform (hardware and software) that is
used for interacting with the system and pigsicalenvironmentvhere the interaction takes
place.

The context can be modeled in different ways ($tramd Linnhoff-Popien, 2004): using a
simple list of attributes with values (named Keytdamodel); based on XML composed of
tags; using entity-relationship models; using UMLEGCORE diagrams; using fact and rules
(i.e., logic based models) or ontologies.

We found 18 proposals of context modeling in litera. We classified them in three
groups considering the context dimension definedChjvary et al. (2003). The first group
refers to the proposals that consider only onehefdontext dimensions, that are: context
models that focus onserdimension, like profile, interests, and so on (UMXDO3; Rousseau
et al., 2004 and Kostadinov, 2008), that detailglaforms(FIPA, 2001) and its relation with
the environment (W3C, 2009); or that focus on #&mvironmentin particular considering
information about the location (Becker and DurQ2pand the time (Hobbs and Pan, 2006).

In the second group, we included the proposals ¢basider all the dimensions but are
specific to a particular domain or technology whioiplies that they are detailed to answer
their specificity. In this group, we quote: purps$er ubiquitous computing (Chen et al, 2004;
Lin et al. 2005), for smart homes (Kim and ChoiQ&)) for mobile applications (Weil3enberg,
2004; Schmidt et al., 1999 and Korpipaa et al.,320énd for e-commerce applications
(Taconet and Aoul, 2008).

Finally, in the third group we included the propeghat are domain-independent and that
contain the three context dimensions (user, enmient and platform), however, not well-
detailed. Preuveneers et al. (2004), for examplaudes the definition of user profile in user
dimension, but do not identify what to considertims profile. Wang et al (2004) and
Arabshianand and Schulzrinne (2006) proposed upel-ontologies with very general
concepts (such as computing device and locatiosipaly environment) that should be
mapped to a specific domain of interest. FinalhgiXML project (Vanderdonckt, 2005;
Limbourg et al. 2005 and UsiXML, 2007) explored mdhe platform dimension than the
other dimensions, since its main goal is to supfh@tadaptation Ul. The environment model
takes into account only three aspects (light, nars stress). The user model, initially limited
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to a few attributes that describe the experiencéhefuser with the platform, was recently
modified to consider features that affect a Ul ffero and Vanderdonckt, 2010). This is done
in two levels of abstraction: a feature level whire designer define the user features that is
relevant to the application domain; and, a prdéleel that characterize the features according
to runtime situations. Although this meta-defimitiprovides flexibility in defining the user
dimension, it requires an extra-effort of the dasigto define all the features for each new
application domain.

3. OUR CONTEXT MODELINGAND ONTOLOGY MAPPING

As mentioned previously, our goal is to use contaddeling from the beginning of user
interface design to personalize its containers@mdent being, therefore, context-awareness.
To allow better productivity and semi-automatic geion of user interfaces from its design,
it is essential to use a generic context model ¢hatbe used in the design of any interface
independently of the domain, software, and hardwéatforms. However, this context model
should be detailed enough to make content pergatiain feasible, where we should take into
account the information of a specific domain. Thairmdifficulty in defining such context
model is to find a compromise betwegeneralityandspecificityso that the proposed model
is reusable in different user interface designsoie@ hand, and could be adapted for different
application domains, on the other hand.

The first idea was to reuse an existing context ehoHlowever, as presented in the
previous section, we concluded that the proposetegbmodels were either very generic that
would make difficult the content personalizationt@o specific for a particular domain or for
a single context dimension that could not be retusedifferent applications. We decide,
therefore, to consider the literature but to defing own context model. To represent the
context model, we decided to use tBEOREdiagrams that can be easily represented and
integrated in a MDA approach for user interfaceggation (see Section 4).

Next sections present how we define this contexdeh@Section 3.1) and how we use this
model for content personalization (Section 3.2).

3.1 Context M odeling

To address context modeling, we analyzed all theeepts and proprieties of the 18 proposals
of context modeling presented in section 2. Thenclassified them in categories of concepts
according to their meaning (e.g., user name, addrphone were classified as user
identification). Finally, we organize categorieowand the three main context dimensions
proposed for Ul design (presented in Section &r,ydatform and environment.

Tables 1, 2 and 3 show a summary of all concepésy; tategory, and their references for
the environment, user, and platform dimensiongeetvely. These concepts were organized
either as classes or attributes of classes IBQREdiagram. Next sub-sections present the
detailed model for user (Section 3.1.1), platfoi®edtion 3.1.2), and environment (Section
3.1.3).
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3.1.1 User Modeling

The user profile is composed of five major categmrthat describe the user during its
interaction with the platform (Figure 2): demodnapinformation, contact information, user
preferences, user state, and user abilities arfetigrcies.

In the literature, some authors (Kostadinov, 200&d et al., 2007 and UMO, 2003)
separate "contact information" and "User Demograptdta» and others (Rousseau et al.,
2004; Lin et al., 2005 and Preuveneers et al., A0 them. For clarity, we followed the first
team, as follows:

- Contact information— contains personnel data (address, tel. numbehaf) can be
changed;

- Demographic information contains basic data of the user that usuallynoibchange,
such as date and place of birth or gender.

The Preference class represents the user's preésremd interests taken from different
dimensions. Some approaches use only the termeharefe” (Kostadinov, 2008; Preuveneers
et al.,, 2004 and UMO, 2003), while others (Rousseiaal., 2004) use the term "interest".
Although there is the possibility of using compligipes to express preferences (preference
compound, binary together ...) such as those pespbg Kostadinov (2008), we have chosen
only unitary and simple preferences, composed sihgle attribute with a Boolean type in
order to indicate if the user likes or not the $fiepreference. The User State class presents
the state of the user when interacting with thdesys From the literature, this state may be
emotional, physiological (Shmidt et al., 1999 and@, 2003) or may be an activity practiced
by the user (Kim and Choi, 2006 and Korpip&a ¢t24l03). We did not include the emotional
state in our model, since it is rarely used whercdking the user. Finally, Ability and
Proficiency class represents the user knowledgéls gk.g., computing, well-writing) and
abilities (e.g., walk, hear). This class is an aatpn of that proposed in (UMO, 2003).

Table 1. Concepts of environment dimension

Category - Concepts Reference

Location (IndoorSpace — OutdoorSpace) (Wang et al, 2004)
Geometric (GPS), Symbolic (Becker and Diirr, 2005)

c Building { Indoors, Outdoors }, GPS Location (Korgi et al., 2003)

2 | Country, City, zip code, longitude, latitude, coomtes (Arabshianand, 2006)

§ Geographical place (street, city, province, coyntry (Kim and Choi, 2006)

- Geocordinates, UTMCoordinates, WGS84Coordinates, | (W3C, 2009)
Geographical Coordinate Reference System
Relative, absolute (Preuveneers et al., 2004)
location (absolute position, relative position,looation) (Schmidt et al., 1999)
Time (Arabshianand, 2006),

g (Korpipaa et al., 2003)

i= | TemporalEntity, Interval, Instant, DurationDesciapt, (Hobbs and Pan, 2006)
TemporalUnit
Sound: Intensity { Silent, Moderate, Loud } (Korgi et al., 2003)

Light: Intensity { Dark, Normal, Bright }

Light: Type { Artificial, Natural }

Light: Source Frequency { 50Hz, 60Hz, Not Available
Temperature { Cold, Normal, Hot }

External
events
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Humidity { Dry, Normal, Humid }

Sound: Type { Car, Elevator, Rock Music, Classical Mu
Tap Water, Speech, Other Sound }

b

Temperature Value

(Taconet and Aoul, 2008),
(Kim and Choi, 2006),
(Preuveneers et al., 2004)

Lighting

(Lin et al., 2005),

Noise

(Preuveneers et al., 2004)

IsNoisy — IsStressing — LightingLevel

(UsiXML, 200

Humidity — Pressure - Environmental condition

(Reneers et al., 2004)

physical conditions (noise, light, pressure, terapee
,acceleration)

(Schmidt et al., 1999)

Table 2. Concepts of User Profile Dim

ension

Category - Concepts

Reference

User
identification

Family name, address, e-mail, phone/ fax number

st@tbnov, 2008)

Name

(Kostadinov, 2008),
(WeiRenberg, 2004)

Contact Information/detail (city, country, emailprfiy
name, fax/ phone number, full name, postal codegst

(UMO, 2003) ,
(Rousseau et al., 2004)

data

Date of birth, occupation, children, revenue, naastatus

(Kostadinov, 2008)

Demographics (age, age group, birthday, birthplsakary,
employment, family status, first language, gendexalth)

(UMO, 2003)

Gender

(Lin et al., 2005),
(Kostadinov, 2008)

Affiliation

(Rousseau et al., 2004)

Interests/ preferences | User demographi

Preference (interface preference, privacy prefeenc

(UMO, 2003)

Movie preference, music preference, news preference

(Kim and Choi, 2006)

Preference profile

(Preuveneers et al., 2004)

Simple preference, complex preference (WeiRenl2®@y4),
(Kostadinov, 2008)
Interest (UMO, 2003),

(Rousseau et al., 2004)

Interests (Olympic, shopping, sightseeing, entent&int )

(WeilRenberg, 2004)

First Language, Second Language, Knowledge, ComputéUMO, 2003)

skills, Reading skills, writing skills, typing sksll

2 Career (Lin et al., 2005)

7 language read — language spoken — language written | (WeiRenberg, 2004)
Competency (Skills, knowledge), Qualifications (Ramset al., 2004)
Habits (Schmidt et al., 1999)

[ § 5 Author, developer, learner, reader, teacher, user, (UMOQ, 2003)

% 8| Profession (Kostadinov, 2008)
Abilities, disabilities (Rousseau et al., 2004)

52’ Ability and Proficiency (ability to talk, to drivep hear, to | (UMO, 2003)

£8 |see..)

Qo un

<A

g £ Physiological State (blood pressure, injury, reson, (UMO, 2003),

S | temperature, ...)
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Motion (lying, going up stairs, sitting, standingalking)

Emotional state(anger, anxiety, disgust, happiresiness

Mental State (depression — irritation — nervousress
psychopathy — trauma )

Emotional state - biophysiological conditions

(Sattrret al., 1999)

Activity (Sleeping, Watching TV, Cleaning, Gettingp)J

(Kim and Choi, 2006),
(Preuveneers et al., 2004)
(WeiRenberg, 2004),
(Rousseau et al., 2004),
(Korpipaa et al., 2003)
(Wang et al, 2004)

Mood

(Preuveneers et al., 2004)

Table 3. Concepts of platform dimension

Connection (information-QOS information)

Category - Concepts Reference
Operating system (Win Mobil, Symbian, Android) (daet and Aoul, 2008)
o API, RuntimeEvironment (W3C, 2009)
g | OS (name-vendor-version) (FIPA, 2001),
E (Preuveneers et al., 2004)
3 (UsiXML, 2007)
Software ( name, edition, version), virtual machine (Preuveneers et al., 2004)
middleware, rendering engine, operating system
Memory, CPU (Taconet and Aoul, 2008),
(FIPA, 2001),
(Preuveneers et al., 2004)
(W3C, 2009)
Connection (Taconet and Aoul, 2008),
(FIPA, 2001)
Display (resolution) (Taconet and Aoul, 2008)
o Keyboard type (Numeric, qwerty , Touch screen)
g Network Interface ( 3G, WIFI, Bluetooth)
g Ul-screen (width-height-unit-resolution-color) (AP 2001)
T

Network

(Lin et al., 2005),
(Preuveneers et al., 2004)
(Wang et al, 2004)

Resource (Power — memory — CPU — storage — network

) (Preuveneers et al., 2004)

File format

(Kostadinov, 2008)

NetworkEntity (NetworkMode — NetworkSupport —
NetworkTechnology )

(W3C, 2009)

Screen Width — Screen Hight — Screen Size Chaax M
Screen Char - Is image capable - Pointing devidas-
Touch Screen - Storage Capacity

(UsiXML, 2007)

Surrounding resources for computation

(Schmidi.et1999)

3.1.2 Platform Modeling

This model (Figure 3) is necessary since it dessrithe platform that the user will interact
with — this is the reason we should use a geneaig & characterize the platform. According
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to the literature (Preuveneers et al., 2004; Kastag 2008; FIPA, 2001; W3C, 2009 and
UsiXML, 2007), the classical classification to deise a platform is to differentiate between
hardware and software. In addition, each platfoa® & well-defined type (e.g., Laptop - PC -
PDA) (Taconet and Aoul, 2008; Kim and Choi, 2006 &hPA, 2001) and must have a unique
identifier (e.g., the serial number).
The hardware part describes all platforms’ physical aspect #&nd composed of four
subparts as defined by Taconet and Aoul (2008)ARE®01) and Preuveneers et al. (2004):
e Memory- to specify the RAM size of the platform.
e CPU - to represent the processor embedded in theophatfand its speed. This
information may be useful to know whether the taplatform can execute or not the user
interface.

UserProfile

Demographic Information Ability&Proficiency
- User_Id < int
- Name - String
- Family_Name : String Ability \
= geﬂder : S}rmg - ToDrive : Boolean
- Age Zin - ToH : Bool
- BirthPlace - String // Ersloraiice 3 = Tgs:r :ng‘:za
SR :SU!HQ / \ - ToWalk - Boolean
- Employment - String . G \ Skills
Contact Information f/ / - Reading - String
- House MNumber - int UserState = Campind _Smng
- Strest - String \ - Wiiting : String|
- City - String e | it
- Postal_Code - int £ | Activi T~
- Country - String / - Oriental_Food - Boolean | LBy - Phy gical_State
- State - String / - Frensh_Food - Boolean| \ - Lying :Enolean - Fatigue : Boolean
- Telephone_MNumber : int / - Local_Food - Boolean = Wa\klng 2int - Injury - Boolean
i S / = - Sitting : Boolean
s E e g - Goingupstairs - Boolean
= Himber = = - Goingdownstairs : Boolean
Culture of Travelling -
-
- Books Boolean // K T \‘1_}_‘7
- Tchating - Boolean| / - Sy
- Movies - Boolean| / = = 5
- Music - Boolean [ AirTravel | [ Road Travel [ Crising | Train
- TV - Boolean - Plane :Boolean | |- Car : Boolear |- Boat - Boolean| |- ¥GV :gnn}ean
- Museum : Boolean - Bus : Boolear| = ; oolean
- Moto : Boolear| - Corail Boolean
- ID_TGV : Boclean
& - Thalys - Boclean
. Bl e - Eurostar : Boolean
e T
£ s S e
S s
% S e =T
Fighting_Sport Ice_Sport Cycling Motor_Sport Athletic_Sport Collective_Sport ‘
- Box : Boolean || - Hockey - Boolean| (- BMX - Boolean||- Formulal : Boolean| - Walking - Boolean| |- Football  : Boolean
- Karate  :Boolean (|- Dance - Boolean| |- Track Cycling - Boolean||- Karting - Beolean||- Marathon - Boolean| - Handball - Boolean
- Judo - Boolean - Rally - Boolean||- Sprint - Boolean| |- Basketball - Boolean
- Taekundo : Boolean

Figure 2. The user profile model

» Network- in order to provide general information abow ttharacteristics of the network
installed on the platform. We can exploit this imf@tion to determine if the platform has
the ability to be mobile or not (in the case of Wiapplications).

» User interface- to indicate the height and width of the useeifédce as well as its image
resolution. The attribute "Color" is used to indeavhether this is a color interface or not.
This type of feature is important to involve bemube adaptation of the size of
interaction interface’s elements takes place adoegrich him.
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The Softwarepart defines the software side of the platform @adomposed of four

subparts as defined by Preuveneers et al. (2004):

Virtual machine- to describe the set of execution environments sehplatform is
equipped with. We can exploit this information iase of having a portable code (e.g.
Java) where it is important to know if the platfoomntains the suitable VM to execute
the (e.g., Java VM).

Application systemto specify the set of applications installedtioa platform.

Operating System (OS)to introduce the operating system that the ptatfworks with.
Such information is essential in order to check jpafibility with the application since
some libraries of the operating system could beessary for the execution of certain
programs.

Rendering engineto describe the engine that can interpret saynece code to generate
the final suitable interfaces. For our proposed ehaglich information is considered
among the most important ones as we are workinginwia MDE context, where the
target platform has to interpret the source codeigged automatically.

Platform File
A - Type : <<EnuniType=>
<<InfoDescription>> <<Res olution>> ¥ H);?.efornﬂescription :<dnfoDezgnption>> - FileType : String
- Nom : String _ Width -int - Serial Nuber - String W - Input EBoulean
~ Vendor - String s By - OutPut - Boolean
- Version :String GEESSS S e 0.*
4 <<Enum Type>> 5
/ 0.1 B St 11N S
o Hardware - FC - String Software
Memory — - MDA =
=- - CelPhone - String ’ ‘
- Armount - int y ; x - TouchScreenMonttor : String ] ‘
- Unit : String sl e o %
- UsageType : String // / \ f \ﬁ \ \ Y
// 0.* Jf \ Application System \ \\ \
Us er Interface /‘ \\ - ASInformation : <<infoDescription== D“N \
- Width zint / \ Rendering Engine \ \
- Height “int 1 ;
N U?rlg :gtring / \ - REIRformation : <<InfoDescription=> |0. \ \
- UResolution : <=Resolution== / 05 \\
- Color : Boolean X
o0 " E\ - OSInformation : <<infoDescription=> 0.
i \‘J Virtual Machine
S L i - VMnformation - <<nfoDescriptionz>
- Unit  :String - InfolNetw ork - <<infoDescription=> . i

Figure 3. The platform model

3.1.3 Environment Modeling

This model (Figure 4) describes all information atbthe environment where the interaction
takes place between the user and the platform. kfodte information related to this model
are dynamic and can impact the content to be preden

While analyzing the state of the art of this dimiengKorpipaa et al., 2003; Kostadinov,

2008; Arabshianand and Schulzrinne, 2006 and viereers et al., 2004), we noted that it is
composed of two main classes. The first one, naboedtion refers to the place where the

user is located at the time of interaction with ghatform. This place can be described in a
deterministic manner through the usegebmetricdata (such as GPS coordinates, city, street,

78



USING CONTEXT MODELING AND DOMAIN ONTOLOGY IN THE DEIGN OF
PERSONALIZED USER INTERFACE

etc.) or througlsymbolicdata relative to another geometric location (ofippsext to, ...) as
proposed in Becker and Durr (2005). Li et al. (200&ffirms that among challenges that faces
a location-aware application designer, is thatsisewironment changes dynamically and it is
not static. This idea was also proposed by Gu.€R805) indicating that to develop location-
aware applications, designers have not only to ehptlysical aspects (Persons and objects)
but they have also to use this information in tleéinition of proactive services a to make
adaptation more suitable and more intelligent.

The second one considers ttime, which indicates the moment of interaction witle th
platform (Arabshianand, 2006; Korpipaa et al., 2@®8 Hobbs and Pan, 2006). By analogy
with the location dimension, time could be desdlilby theexact time(year, month, day, ...)
or by asymbolic timethat is, a description such as summer, schoaildgd, etc.

BesidesLocation and Time some authors (Korpipda et al., 2003; Lin et abDp5;
Preuveneers et al., 2004; Kim and Choi, 2006 artin@ft et al., 1999) include additional
information to describe the environmental dimens{euch as weather, sound, etc.). This
additional information related to the environmerdswintegrated into our model as a class
namedEnvironmental Condition

Environment

O
-
0.1 T
S e O 0.1
ol T
<<Cordinates>> ‘ Location ‘ ‘ Time ‘ ‘ Environmental Condition ‘
- Longitude :int ‘ ‘ ‘ - = ‘ ‘ o
: gz iy %z %
- Latitude :int /// LT\ \ L{\ //4 1
T \ / \\
Geometric \ MRS \
- GPS_Cordinates : <<Cordinates>> \ - Statut : String \\
- Country : String \ - Temperature :int \
& = | - Humidit : Strin, \
o e \ Exact Time \ - Pressulye tint i %
- PostalCode sint 0. \ ~ =~ % : \\
- Strest : String | |- Minue :int \ \
- Number : String § g:“" -!“: Symbolic Time ‘ \
e Extra Information
| |- Month :int [I— ;
o \ - Year :int 6. - Sound : String
i \ 0. - Light :String
\ Events | - Noise : String
| Event ‘
‘ Symbolic ‘ = -
|- Event_Description : String ‘
‘- Sy mbolic_| { ip_Type : String ‘

Figure 4. The environment model

3.2 Mapping Context Model with Application Domain

Once a context model is specified, the next quegtioaddress is how it could be used in a
specific application domain, since personalizatglould be done in specific application
domains. For example, with respect to Figure 1, baw we set that “city” is the city where
the user is at the time of using the system or, thuatthe proposed itineraries, we should
consider the age and the ability of the user? Tres$ this problem we propose to map the
context related concepts to the specific concefptiseoapplication domain.

To establish the mappings we assume that the vitargbaf an application domain is
defined in a domain ontology. Domain ontolog{€aiarino, 1998) express conceptualizations
(i.e., description of entities and their propertiedationships, and constraints) that are specific

to a domain (e.g., medicine or transportation) éoused in several applications from this
domain.
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Considering the elements of a domain ontology, (cencepts, properties, relationships,
and axioms) and those of a context model (i.e.cepts, attributes and relationships), we
propose a meta-model (see Figure 5) that sets gintapetween any element from a context
model and any element from a domain ontology, exé@pthe constraints. The constraints
express rules to infer new instances from conceptsew concept classifications, i.e., the
concepts/attributes, which are used in the mappiigsh meta-model exploits three types of
mappings:

« Direct mapping when some information of the domain is directbsaciated with the
information modeled in the context in that they délve same meaning. For example, any
information to identify the user in the domain daoty is directly associated with the
name of the user in the context. The departurenatye in Figure 1(a) is another example
of direct mapping. To define a direct mapping thesigner just look in the domain
ontology if there is any information that is thereaof some information defined in the
context model;

* Indicative mapping- when some information of the context indicatke presence or
absence of some information in the domdior example, the information about a user
interest such as s-he practices cycling as sparintiicate the kind of book s-he can be
interested in a domain of bookstores. The prefemausportation mode in Figure 1(a) is
also an example of indicative mapping. To defineiraticative mapping the designer
should verify for each context element defined @Boaleanattribute if there is some
concept in the domain that represents that coetextent;

» Indirect mapping when some information of the domain ontologinftuenced by some
information in the context model. For example, fivice of travelling for seniors or
students is indirectly associated with demographformation about age that will
influence the search for prices. The proposed rdies in Figure 1(b) are another
example of indirect mapping where the itineraries iadirectly associated with the age
and abilities of the user. To define an indirecppiag the designer should verify if there
is any information in the domain ontology that @bubry depending on some personnel
information modeled in the context.

Note that in Figure 5 any element of an ontologyn(epts or attributes) can be mapped
onto any element of the context of use (conceptatiibutes). For each mapping, the type
(direct, indicative or indirect) should be set. dlatlso that we can have domain concepts
without any mapping, or with more than one mapping.

5
=] Context_Element | Context_Concept efarenced_Concept
TLW‘E‘ - Contexi_Element_Name : string ﬂ
: 0-"‘ 0:1 4
ncoming_Mapping: ContextContept Source._Foncept et
Mapping <=choice>> 7 _ Relationship_Destinsticr
~ WappingType  Mapping Typs [';”ﬂﬂcil)'"ﬂJ:DE e e : Context_Concept_Relation Ship
- Mappingld string b S _Source |- Context_Concept_RelationShip_Type : string
- Indirect : string L | Context Atinbait - Context_Concept_RelationShip_Name : string
- Indicatif : string - DataType :string - LowerBound int
OutGaingMappings - [ Value  c-siing | - UpperBound float
Source _—
— | Ontology_Element = 11
\- Ontology_Element_Name - sting | Referenced_Element
Domain_Ontology_Concept 14
_— . | 11 Relstionship| Destination
Source_Element
0.1 Ontology_Concept_Relation Ship
Ontology_Concept Onto Attribut - - Ontology_Concept_RelationShip_Type : string
& Jone— - RelstianShip_Souree |- Ontology_Concept_RelationShip_Name : string
0.~ |- Ontology_AltributName :string = |LowerBound -int
Ateibuts | - DataType Dala_Type - UpperBound :float

Figure 5. Meta-model for mapping context and orgglelements
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4. USING CONTEXT MODELING AND ONTOLOGY IN A MDA
APPROACH

In the last decade, Model-Driven Architecture (MDiAgs gained attention from the human-
computer interface community, because of its cdipalif code generation from abstract
models and transformations. Successful MDA-complitools (e.g., OlivaNova, Teresa,
UsiXML toolkit) automatically generate user intexés personalized for specific platforms,
considering design elements such as fields, saresoiution, screen size, and so on. Due to
those reasons (capability of working with modetsirthe beginning of Ul conception till the
code generation and the successful use of thimodafpy for Ul purposes), we decide to
explore MDA to address our goal of including sommntent personalization from the
beginning of the Ul design (Bacha et al., 2011 dlghat MDA is an approach for specifying
a system independently of the platform that sugpibrand for transforming the specification
into a software system, for a particular platfoifo. do so, three viewpoints of a system are
specified by different models: computation indepartdmodel (CIM), that focuses on the
requirements for the system; platform independeatieh (PIM) that specifies a degree of
platform independence suitable to be used withedfit specific platforms; and, platform
specific model (PSM) that combines the specificatiin the PIM with details that specify
how that system uses a particular type of platfofnansformations are used to convert a
model to another model of the same system (from @MIM, and from PIM to PSM).

In this section we present the models of our MDArapch (section 4.1), the models
transformations (section 4.2) and an illustratixareple.

4.1 Approach Models

In our approach (Figure 6), the Context model, Dieenain ontology and its mapping are the
core for the generation of a personalized Ul carsig) its containers and content. Once the
user connects to a system application (runtimedpecific module of the system receives
his/her identification and generates his/her paakped information as an instance of our
Context Model. Since the context model and the rimgppiith the domain are used during

design, the final interface will use the instanoeptovide the interface with personalized

contents in its input/output fields.
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Figure 6. Our MDA approach for user interface peedization

During design time, the first main model in the MB&ucture is the Business Process
Model (BPM) that allows the definition of tasksgopport the business goal (interactive tasks,
non-interactive tasks and manual tasks) and trerirdtion flow between tasks since we are
interested in content personalization. We choseig® BPMN notation (Business Process
Model Notation) because of its capability to motted passage of information flow and the
dynamic application aspect. The idea of using BPalithe CIM level is also shared by other
authors (e.g., Touzi et al., 2008; Rodriguez et2007 and Brossard et al. 2007). As we
model the tasks, they should be annotated with:

» the concept of the domain ontology, whenever péssdnd its pertinent mapping with
the context model. In this case, we can use a finedemapping between the domain
ontology and the context model elements, or tongefa new mapping for specific
purposes.

* interaction elements, in the case of interactiwkdalnteraction elements are an abstract
view of type of interaction with the user such dsferent type of input of information
(informed by the user — namétFieldManual selected from a defined set of information
— namedUlIFieldOneChoice etc.), output information (namediFieldOutpu) or the
idea of a group of information (namedUnit).

At the PIM and PSM level, there are respectivelp twodels: the Platform Independent
Interaction Model (P1IM) and Platform Specific Indetion Model (PSIM). Those models are
specified in UIML (User Interface Markup Languadelelms et al., 2009). We chose UIML
as a language for PIM and PSM levels representatiecause it provides the tools
development for the creation of platform independeterfaces. Indeed, the conversion from
UIML to code in different platforms is already pided (for example, the LiquidApps toolkit
implements the conversion from UIML to Java, HTNIML, VoiceXML).

An UIML model is composed of two main componernigerface andpeers . The
interface component represent the description of the interfahrew four parts:
structure , that represents the organization and hierarabfiedl Ul parts;content that
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describes the set of the application informatioat tiill be displayed (e.g. in different
languages)behavior that represent the behavior of the applicatiothatuser interaction
time, andstyle that defines all properties specific for each Udneent. ThePeers
component links the generic Ul elements and thesiperties, to a specific platform using the
presentation part. Indeed, it describes the calling conventiéms methods that are
invoked by the UIML code in theogic part. TheLogic part links methods that are used in
UIML with other ones used in a platform-specificsme code.

The PIIM is composed of th&tructure |, behavior , content andstyle parts. To
manipulate the content, UIML offers two choicesher to integrate it within thstyle part,
or to separate it under tlwntent part. The second alternative is useful only ifigiesrs
have several contents for an interaction elemedtay if the contents are already known.
For that reason, we decide to adopt the firstaghbly integrating theontent  part within
thestyle one. In the PIIM, thetyle part contains only properties related to content.

The PSIM is composed of ttetyle , presentation andlogic parts. Thestyle
part here contains the layout information usingdppropriatestyle  properties based on the
chosen platform. The presentation part serves to map generic UIML classes with
platform-specific ones and thegic part contains mappings between the methods used in
thebehavior part and those that will be used on the platfspeeific source code.

4.2 Models Transfor mation

Transformations were written using ATL (ATLAS Trdosnation Language). During the first
transformation (from BPM to PIIM), in addition tbe BPM we use the mapping metamodel,
the context model and the domain ontology as iriplé following parts are generated in the
PIIM : thestructure , thebehavior , and properties related to content manipulatechby t
style part.

To generate thstructure part we defined the UIML code that should be setefach
BPMN element used in the BPM and the specific attgon element. In general, for each
interaction element, a UIMkclass> is created under thepart> clause. For example, for
each Pool’ element in the Business Process Modekpart> element is created with the
<class> attribute G:TopContainer . Then, we analyze all elements that compose this
“Pool’. For each element, gpart> is created with the correspondent class attribame],
with the sameitl” from the BPM element.

Thebehavior part is created for each BPM tasks that are atewbtaith the associated
domain ontology concepts and the corresponding mgpype with the context. To set the
behavior, we used the UIMiule statements which are composed of a seboflition s
and associatedctions . Thecondition is used to keep the dynamics of the application
modeled in the BPM when transforming to UIML. Thés done by the use of activation
variables that controls when the task (or othemel&s) will be performed and after that
which next elements should be activated to be, theecuted. Amaction  (i.e.,when-true
statement) is defined for each kind of mappingodisws:

» for direct mappings the value of the context coheegpped to the used domain concept
is set to the input/output field depending on thedlof interaction element. For instance,
for the information informed by the user (ildlFieldinManual) and that the mapping
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type is ‘Direct’, the when-true part sets that theg‘text " property will be filled-in

automatically by the value taken from the contexty bcalling the

GetValueFromContext method.

» for the indicative mapping, the value of the cohtelement (true/false) is verified to
decide the value (selected/not selected) of therawtion element. This is done by
including acondition statement in the UIMlrule that verifies the value of the
context element mapped to the ontology element.gémeratedvhen-true  statement,
set theg:selected  property of the created UIML to true.

» for indirect mappings, acall > UIML statement is generated in PIIM under the
when-true statement. The call > statement represents a call to an external method
or function (that uses a language other than UIMi_jlefines which information should
be returned based on parameters (elements ingisdbciated to the domain concept). It
is done by a definition of &et_element method where the first parameter is the
information to be searched and the other paramatershe criteria that should be taken
into account.

In the behavior part, the generated UIML code manipuladéde properties that are
related to content (such ggext , g:selected ).

From PIIM to PSIM we do a transition and not a sfanmation. We named transition
because we do not generate code from the informaifoPIIM but rather we integrate
remaining UIML parts related to the target platforirhe transition from PIIM to PSIM
considers characteristics of specific platformgy.(adlesktop, IPhone, etc.) by integrating
specific remainingstyle part layout properties for each Ul element. Moerovor each
call generated for the indirect mappings at the PlINbgic  statement will be added with
the information about the implemented code for thegshod. This code is implemented by the
software designer to search the required informat@sed on the defined parameters.

Figure 5 shows an example of ATL rule for a taskvtich is associated a Direct mapping
(as verified in line 19-20). We note that ATL cditess (from 23 to 26) generatendition
statement and (from 27 to 38) genei@téon statement.
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15. and task

1. nodul e TransformationCode;

2. create OUT : uiml fromiIN : bpmn, IN1 : mapping, IN2 : StaticUl;
3. --- The Input and output metamodels

4. r ul e UIMLRulefromTask {

5. from

6. bpd :bpmn!BusinessProcessDiagram

7. usi ng{

8. --- Variables declaration ..

9 1}

10.  do {

11. -

12. for (task inpool .ContainedElements )

13, {

14. i f (task . ContainedElementType #UserTask

16. {

17. for ( mapp in mapping!Mapping allinstancesFrom ('IN1" )

18. {

19. if (task . RelatedOntologyElement OntologyElementName mapp . Source . Ontology_Element_Name
20. and mapp. MappingType #Direct and task . RelatedOntologyElement MappingType #Direct )

21. --- Filling the behavior part if conditions are Tru e

22. rulle thisModule createBehaviorRule ('OnlyActivatedrule’ task .Id .toString () , behavior );
23. condition thisModule createRuleCondition (rulle );

24, op thisModule createConditionOperation ('Equal' , condition )

25. variable thisModule createOperationVariable (task .Id . toString () + ‘isactivated" 0p);
26. thisModule createOperationConstant (‘true’  ,op);

27. action thisModule createRuleAction (rulle );

28. whentrue thisModule createWhenTrueAction ~ (action ) ;

29. --- If the conditions of the “condition” part is tr ue, generating the “when-true” part then

30. --- g:text property will be filled-in automaticall y by the value taken from the context

31 --- threw the “GetValueFromContext” method

32. property thisModule createWhenTruePropertyCall (task .Id . toString () , ‘g:itext' ,whentrue );
33. call thisModule createPropertyCall (task . Id ‘Context’ ,task .Id ‘GetValueFromContext'
34, property )

35. --- The parameter of the “GetValueFromContext” met hod will be the name of the

36. --- ontology element related to the task

37. thisModule createCallParam  (mapp. Target . Context_Element_Name, call )

38. thisModule createWhenTrueProperty (task . Id .toString () , 'g:visible' , 'true’ ,whentrue ) ;
39. }}}

Related_Static_Element ocllsTypeOf  ( StaticUllUIFieldinManual )

Figure 7. ATL transformation rule — example of babapart generation (Direct mapping)

4.3 An Example of user Interface Design

Let us suppose that the interface showed in Fig@a¢ (Section 2) is part of a system for
planning a trip. Figure 8 shows the BPM relatedhis interface. We note that for each BPM
element, we define: an id, its type (user task, miheneans interaction with the user; or sub-
process, when it means it will be decomposed ireroiements). We have also to define the
related interaction element associated to it, thmaln ontology concept associated and the
kind of mapping, if applicable. The idea is that tieparture city and preferences of transport

mode should

be already filled in by the system.héligh, the user can change this

information, the system should provide the formhwitrsonalized content collected based on
the user context.

Using a public transportation ontology previouskgfided in (Houda et al., 2010) we
mapped the information of the Context Model anddbecepts of the ontology. This ontology
has the knowledge about public transportation, uiicly itineraries, stop points, cities,
transport modes used, geographic elements surmginkée stop points (libraries, bank, etc).
Table 4 shows some mappings defined. For indirecappimgs, we set that
DirectJourneyPatterna kind of itinerary where the user do not needidoany connection
change) is indirectly associated with the atti@isudge and To walk from Demographic
InformationandAbility classes respectively.
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Figure 8. Business Process Model example

(d)

Table 4. Example of Domain ontology and Context eé thapping

Domain Mapping Context element

ontology concept type

City Direct City (fromGeometrig
Transportation Mode Indicative TGV and TER (frdinain)

Direct Journey Patterr

Indirect

To walk (fromAbility)

Price

Indirect

Age (fronDemographidnformation

In Figure 8, we identify the following input fielddeparture date, departure city,
destination city and the means of transportatibB\{ - high-speed train ofER - Regional
Express Train). We note that the task 25 nalbeparture Cityis associated to the ontology
elementCity with a direct mapping (Figure 8(a)). The mappingsvwalready set as it is
presented in Table 4. That means that the valubeofnput field of the city shall be filled
automatically by the value of the context elemeapped directly to the concept of ontology
City. In the same way, the modes of transportation \seteas indicative mapping with the
correspondent ontology concept (Figure 8(b) and [cineans that the selection or not of this
element depends on the value of the context elemepiped to the concept of ontology. In
this example, we have associated to the task (Ab29)GV ontology concept to show that the
choice of option depends on the user preferenaesefs or not travelling by TGV). Finally,
the task name®esults Displayingerves as an output of information. We associaiguthis
task an indirect mapping where the searched consdgurney Patterr(a concept ontology
that represents the path of the train). Since #nisndirect mapping the criteria to define the
searched concept was established with two cond@pesct Journey PattermndPrice (Figure
8 (d)). Since the concefirect Journey Patterris associated with the context attribute
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ToWalk (see Table 4), if the value of the attrib(ieWalk = true , then the system must
search paths of all types, else (if the user cammadit) the criteriaToWalk the will be taken
into account during the research process and tbersyshould provide only direct journey
patterns.

Figure 9 presents a part of the transformationlrdsom BPM to PIIM. We note the
structure and behavior PIIM parts that were generated with the transfdionarule
defined in ATL and presented in Figure 7. As adimapping, the property:text of the
element 25, is filled in with the value of ti@ty attribute deduced from the context model
through the0025GetValueFromContext method. After that the element 25 should
transfer the activation to the next element.

<UIML:Structure> N\

”<par[ class="G:TopContainer" id="0033">

"<part class="G:TextField" id="0025"/>
Generated

Structure part
<Ipart> PIIM

<‘}iJIML:Structure>

;bart class="G:CheckBoxButton" id="0031"/> >

<UIML:Behavior id="Main Behavior">
<rule id="Rule0050">
<condition>
<op name="Equal">
<variable name="0025isactivated"/>
<constant value="true"/>
</op>
</condition>

<action> Generated
<whenTrue> Behavior

<property name="g:text" partName="0025">
<call componentld="0025Context" methodid= "0025GetValueFromContext"> Rule part for the
element 25

</call>

<param name="City"/>
<Iproperty> (Direct mapplng)
<property name="g:visible" partName="0025"> PIIM
<constant value="true"/>
</property>
<variable name="0004isactivated" value="tru e">

'\

</whenTrue>
</action>
</rule>
<rule id="Rule0032">
<condition>
<op name="Equal">
<variable name="0032isactivated"/>
<constant value="true"/>
<iop> Generated
</condition>

<action> Behavior
<whenTrue>

<property name="g:text" partName="0032"> > Rule part for the
<call componentld="0032Context" methodld= "0032Get-Element"> e|ement 32
<param name="Journey Pattern"/> . .
<param name="Direct Journey Pattern"/> (Indirect mapping)
<param name="Price"/>
<lcall> PIIM

</property>

A N

/whenTrue>
</action> j
</rule>
</UIML:Behavior>

Figure 9. Example of PIIM generated by transfororafrom BPM to PIIM

Figure 9 presents also the PIIM generated forrdeect mapping. Since this element will
serve to display information, in the generateghen-true part, the method
0032Get-Element is called threw theall statement, and it has as parameters, firstly the
searched elementlqurney Patterh followed by the parameters that the system should
consider during searching proceBéréct Journey PattermndPrice).

Figure 10 shows part of the result of the transairom from PIIM to PSM supposing that
the target platform will have Java as a programmiagguage. The generated PIIM
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structure class nameds:TextField will be mapped to thelTextField Swing
library class. The generated method nar@®@5GetValueFromContext is mapped to
the platform-specific method namddamih.Context.GetValueFromContext that
allows getting information from context. T®32GetElement method sets the method to
search an element pgraml_32) considering two criteria p@gram2_32 and
param3_32).

<UIML:Peers id="MainPeers">

< UIML:Presentation id="MainPresentationPart"> Integrated
<d-class id="G:TextField" used-in-tag="part" ma ps-type="class" maps-to="javax.swing.JTextField"> Presentation
<d-property id="text" maps-type="setMethod" ma ps-to="setText">
<d-param type="java.lang.String"/> part
</d-property> PSIM

<d-class
</ UIML:Presentation>

1S

<UIML:logic id="MainLogicPart">

<dComponent id="0025Context" mapsTo="Lamih.Cont ext">
<dMethod id= "0025GetValueFromContext" maps To="Lamih.Context.GetValueFromContext">
<dParam id= "param0025GetValueFromContext " type="String"/>
</dMethod> Integrated
</dComponent> Logic
<dComponent id="0032Context" mapsTo="Lamih.Con text"> > art
<dMethod id= "0032Get-Element" mapsTo="Lami h.Context.Get-Element"> p
<dParam id= "param1_32" type="String"/> PSIM

<dParam id= "param2_32" type="String"/>
<dParam id= "param3_32" type="String"/>
</dMethod>
</dComponent>
</UIML:logic> )
</UIML:Peers>

Figure 10. Example of code integrated to PSIM

5. RELATED WORK

Personalization or adaptation of user interfacesteen studied by different research groups

in Human-Computer Interaction community. Some efifiost known studies are:

i. TERESA (Berti et al., 2004) that is interested lme tautomatic interfaces generation
problem for multi-devices applications; e.g., PDphone, computer. The generation is
done through a set of heuristics that allow decasimgpthe application into a set of
workspaces. Only the platform is taken into accanrthe design time. That means, like
our approach, the generation of containers Ul &gtan the kind of platform.

i. The CAMELEON framework (Calvary et al., 2003) foetgeneration of design time and
runtime plastic applications based on a contexts#. This framework is composed of
four levels of models and transformations betweem a@f those models, similar to MDA
approaches. As previously defined (section 3.¥)defined the context model with the
same dimensions of the context of use; that ig, eswironment, and platform. However,
since CAMELEON is a reference framework, no contmddel has been developed
leaving to the designer of a specific approacheting it.

iii. UsiXML (Vanderdonckt, 2005 and Limbourg et al., 8)0an environment based on the
CAMELEON framework, generates Ul for different mbdal, multilanguage, and
multi-context platforms. Similarly to our approachlsiXML is MDA-compliant.
However, the environment model take into accoury dree aspects (light - noise —
stress) and the user model is defined in a met-ldnat should be specified for each
application domain.

iv. Bouchelliga et al., (2010), follow a more extendedsion of CAMELEON, to propose a
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MDE approach for generating plastic interfacesworkflow information system. Unlike
our purpose, it considers only the container aswben adapting interfaces.

v. Sottet et al. (2007) define an approach for adegieneration of plastic human-computer
interface during runtime. That means, they propwselo containers adaptation at the
moment the user is using the system. This ideaefifidg the kind of adaptation during
Ul design in a way that can be dynamic used durimgime is similar to our approach,
since we consider that we set all mappings and rgetansformation to allow the
dynamic content personalization at the moment H&e is using the system. However, for
them this dynamic aspect is done for the Ul comtiaelements, and for us, for the Ul
content elements.

vi. SUPPLE tool (Gajos et al., 2010) aims to generatenterface adapted to user, his
preferences and his abilities by associating tlialsle widget with the appropriate user.
Unlike the previous approaches, and similar to @mes, this method consider effectively
the user preferences and abilities during intertdaptation. Nevertheless, it adapts only
the interface presentation and does not consider émvironment during the
transformations.

vii. Brossard et al. (2007) propose a methodology fer development of personalized
information system in the transportation domainngsia MDA approach. This
methodology suggests the use of fourteen modeligdimg domain ontology, user model,
geographical model and a model of external systdmes. personalization is defined by
the inclusion of business rules in the task modelinat uses the concepts from the
domain ontology. This work is similar to ours sinteonsiders some kind of content
personalization, however, all models, and in paldic the user, external systems and
geographical models that could be considered agxbare not designed, as his goal was
only to define the methodology.

Table 5 summarizes the differences among the appesepresented above.

Table 5. Approaches Comparative table

Characteristic 0] (i) (iii) (iv) (v) (vi) | (vii) Our
approach
Context User v v v v v
model Environment v v v v
development | Platform v v v v v v
Adaptation Container v v v v v v v
Content 4 4
When ? Design timg v v v v 4 v v v
Runtime v v v v v
MDA-compliant v v v

6. SHORTCOMINGS OF THE APPROACH

As presented in the previous section, our apprqachides a way for developing a full
personalization (containers and content) sinceddsgn of interactive system. As an MDA-
compliant approach, this facility can brings praility for the system production since we
are integrating personalization concerns duringithele development process, being reusable
for several applications in the same domain. Howesgveral limitations could be identified:
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* Need of a domain ontology — Usually the MDA appte for Ul design consider a
domain application model that is defined specificdbr the software system to be
developed. We chose to use domain ontology beazfusenature of defining the domain
independently of the system being developed, ardetbre able to be reused for the
development of various applications of the samealnnNevertheless, we pay the effort
of having an ontology.

* Need of a mapping between ontology and context imedéiis mapping requires a deep
knowledge of the application domain in order toas®which concept should be mapped
with which context element and how it should be pwsb However, once we have
defined these mappings, this knowledge can be ursedveral applications. Therefore,
this approach is justified only for domains where wonder to develop several software
systems (same reason for the choice of ontologiesthat we wonder to code the same
application in several kind of platforms. If we plao develop a single and specific
software system, it will be easier to do the peatimation in a different way.

» Need of addition codification for indirect mapping&or direct and indicative mappings
the transformations already include directly whichntext information should be
considered. However for indirect mappings, we justpared the interface methods with
the respective input parameters to be used in tiegiep that should be written in the
specific source code language.

e UIML dependency — Our approach generates the godHNIL, this code must therefore
to be translated to the specific language using lUgdnerators. To deal with the dynamic
part of task models (that is the sequence of tamhkd)the content personalization we used,
for example, the notion of variables that is preddnly in UIML 4.0, which does not
have yet the code generation for any platform amduage as we wished, and therefore
limits our approach.

» Difficulty of identification that it paid-off — Sice our choices (ontology, mappings and
MDA) looked for being reused in several applicatd@velopments in the same domain,
the return on investment can take time as any ottizA approach.

7. CONCLUSION

With the large use of software systems to suppbdadly activities, the individual becomes
increasingly dependent of the use of computerizzdices. To make these services more
attractive to the users, it is important to provaystems that are personalized for each one of
them. The user should feel like the application wegeloped for him/her, respecting his/her
personal features and identifying the specificagitn s-he is using the system (e.g., at home
or public places, using a tablet PC or a mobile,)eb provide personalized information,
which result in a direct gain of time.

We believe that to meet this need, it is cruciactmsider the context modeling in the
production of interactive systems. With this on dhiwe defined a context model that could be
used during the design of user interfaces to ap@nsonalization of containers and content.
Our goal was to set still in design time which mmf@tion is important to generate
personalized user interfaces. In this way, we eefia model that considers the user, the
platform s-he will use and the possible environnghte is while using the software system.
All this information is used to perform a dynamiergonalization of the user interface
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contents at the moment of use. To that end theegbmtas modeled in a generic way and
should be associated with specific domain ontokgie the moment of the user interface
design. Finally, these models are used within a MipAroach to generate by transformations
the final user interface.

We are now working on doing mappings with other domontologies to confirm the
generality of the context model. We are also dgyaltpa tool to support this approach.
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