IADIS International Journal on Computer Science brfdrmation Systems
Vol. 5, No.2, pp. 71-85
ISSN: 1646-3692

A DATA ENVELOPMENT ANALY SIS APPROACH
FOR EVALUATING EFFICIENCY OF THE
EXTREME PROGRAMMING SYSTEM
DEVELOPMENT METHODOLOGY

G.P. De JageBchool of Computer, Statistical and Mathemat®eiences. North-West University
(Potchefstroom campus) Private Bag x6001, Potateefst, 2531, South Africa.
Gerhard.DeJager@nwu.ac.za

H.M. Huisman School of Computer, Statistical and Mathematici¢Sces. North-West University
(Potchefstroom campus) Private Bag x6001, Potateefst, 2531, South Africa.
Magda.Huisman@nwu.ac.za

H.A. Kruger School of Computer, Statistical and MathematicatSces. North-West University
(Potchefstroom campus) Private Bag x6001, Potateefst, 2531, South Africa.
Hennie.Kruger@nwu.ac.za

ABSTRACT

Many organizations have deployed system developmetiiodologies in order to improve information
systems development. Various factors influencing #luccessful adoption of system development
methodologies have been identified by numerousesuéiowever, a need was identified to evaluate the
post-implementation efficiency of system developmerethodologies. The aim of this paper is to
present theoretical and empirical background foreamaluation model to measure the efficiency of a
software development methodology after implemeoiatiA linear programming method called Data
Envelopment Analysis was used to compare the agific of the Extreme Programming system
development methodology in different organizatioAscording to the results of the analysis, it was
possible to classify organizations’ use of Extrer®Reogramming as efficient or inefficient.
Recommendations could be made to increase efficiehaydividual organizations that were classified
as inefficient.
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1. INTRODUCTION

The use of a system development methodology (SDdd)deen endorsed as being capable of
rendering the development process to be more efficipredictive and easier to control
(Fitzgeraldet al.,2002). Also, it is argued to be a risk to assulna¢ dbne can construct quality
software without any kind of process to offer sagu@dance (Kloppeet al.,2007). Examples
of other very influential sources of pressure inoiar of the use of SDMs includes ISO-
certifications and governments highly involved wit8 development (Fitzgerald, 1996).
However, the practical usefulness of SDMs is stiltontroversial issue (Fitzgerald, 1996;
Nandhakumar and Avison, 1999).

Practitioners are faced with a wide variety of SDidday, and yet more are produced
every year (Jayaratnha, 1994; livaet al., 1999). Assuming that SDMs are used by
organizations, one may still question whetl&PMs are used efficiently and what they
accomplish. The answers to these questions liedearch to evaluate SDMs (Wynekoop and
Russo, 1995).

Various studies regarding the evaluation of SDMisteix the literature. However, the
problem is that several of these studies assunieStbils are used and are efficient and the
frameworks developed to evaluate and adopt SDMsisetul (Wynekoop and Russo, 1995).
Furthermore, various researchers focused only @adoption of SDMs and other information
technology innovations (Moore and Benbasat, 1994ri|] 1996; Fitzgerald, 1998, Sultan and
Chan, 2000; Riemenschneidaral.,2002; Jeyaraj and Sabherwal, 2008).

A company'’s decision to adopt a SDM does not guerthat all stakeholders will use the
methodology, or that they will use it to its fulbfential. A need for the evaluation of post-
implementation efficiency of a SDM was identifiethis paper will contribute to the existing
knowledge on SDM evaluation by providing a methodewvaluate SDM efficiency after
implementation and to identify areas needing imprgnt in individual companies. The use
of Data Envelopment Analysis (DEA), a linear pragming (LP) method developed by
Charnest al. (1978), is investigated in order to evaluate tfieiency of different companies
using Extreme Programming (XP). With the aid of DE#® companies can be compared and
their use of XP can be classified as efficientnefficient.

The remainder of the paper is organized as foll@&estion 2 defines a SDM and discusses
the need to evaluate SDMs. Section 3 contains &f Hfinition and overview of the DEA
method. Section 4 discusses the research desigwéal in this paper. Section 5 describes the
evaluation of XP using DEA while section 6 presehgsfinal conclusions.

2. SYSTEM DEVELOPMENT METHODOLOGIES

2.1 Definition

Defining a SDM is not easy. The term is not welfinked either in the literature or by
practitioners and there are no universally agreefiniions (Wynekoop and Russo 1997;
livari et al, 2000; Avison and Fitzgeral, 2006). System dgwelent methodologies aim to
make the IS development process as straightforamaddas simple as possible (Waltetsal.,
1994). It suggests certain procedures, method$nigees, tools and documentation aids
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relevant to different phases of the informationteys development life-cycle (Nandhakumar

and Avison, 1999).

One of the most comprehensive definitions, anddhe used in this paper, is that of
Huisman and livari (2006), who defined a SDM asodective term which constitutes the
following:

» A systems development appro@the philosophical view on which a SDM is builtlich
includes the set of goals, guiding principles aralieffs, fundamental concepts, and
principles of the systems development processdhag interpretations and actions. For
example, XP is based on an agile approach.

» A systems development process moejgtesents the sequence of states through which a
system evolves. Incremental development is an ekaaoffa process model used by XP.

» A Systems development metlw@ systematic approach to conduct at least basepof
system development and consists of a set of guikgliactivities, techniques and tools.

* A Systems development technigsighe specific procedures or steps for conductng
portion of a phase of software production. Amorngshniques used by XP are prototyping
and paired programming.

In this paper the focus will be on the XP systemetigpment methodology. XP is based
on an agile approach developed to fulfill a needaféaster, simpler and cheaper way to design
software. XP breaks development into small chunksl aelies on daily face-to-face
communication and lots of testing. Projects arelae in increments with a constant
evaluation to accomplish the desired outcomes.

Avison and Fitzgerald (2006) have defined nowadesyan era where there is a reappraisal
of the use of SDMs. This era of reassessment enzalathe need and importance for a valid
and reliable method of evaluation, especially a&€3DM was adopted. Different companies
using XP was chosen to be evaluated for this p&seXP is a popular SDM in use today.

2.2 A Need for Post-mplementation Evaluation of SDMs

Thousands of SDMs are in existence today, and peé rre produced every year (Jayaratna,
1994; livariet al., 1999). The number of SDMs are not necessarilyptiodlem, evaluating
them are. A study by Siau and Rossi (1998) sudgestreasons for evaluating methods:

“Firstly, for researchers to better understand weshin order to improve and classify
them. Secondly, practitioners want to use comparésoa practical tool for selecting methods.
Thirdly, method developers want to know the streagand weaknesses of the various
methods. Fourthly, since no one method is suitidslall situations, we need to know when to
use a particular method and when not to use afgpewthod.”

Studying the efficiency of SDMs is of theoreticaldapractical importance as it may affect
both the development process and the product ireldement. In the currenéra of
methodology reassessménis essential to be acquainted with the efficienf an SDM. It is
even more important to be capable of identifyingaarfor improvement of SDM-use in order
to accomplish better results with the SDM.

Various studies regarding the evaluation of SDMistex The problem is that several of
these studies assume that (Wynekoop, 1995): SDMsused and are efficient; and The
frameworks that have been developed to evaluatseledt SDMs are useful.

Another problem identified is that too many SDM leredion methods focus only on
technical aspects while both, technical (suclussandtraining) and social aspects (such as
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voluntarinessandsuppor} should be taken into consideration (FitzgerafiBé;, Truex, 2000).
Furthermore, various researchers focused only @adoption of SDMs and other information
technology innovations (Moore and Benbasat 1994rili 1996; Fitzgerald, 1998; Sultan and
L. Chan, 2000; Riemenschneidsral, 2002; Jeyaraj and Sabherwal, 2008). Variousrtbeo
have been developed for technology adoption suchihe®ry of reasoned action (TRA),
Diffusion of innovations model (DOI), Technologycaptance model (TAM), etc. (Jeyaraj
and Sabherwal, 2008). Avison and Fitzgerald (20889 identified frameworks for SDM
comparisons, such as Bjorn-Anderson’s FrameworkISAD, Davis’s Framework, and
Avison and Taylor's Framework. Although each ofshdrameworks have their respective
strengths and weaknesses, a major concern is hbgt dll provide subjective unspecific
criteria (Klopperet al, 2007) Also, it is frameworks to compare differ&@Ms and to aid in
the decision making process before adoption.

A need for the evaluation of post-implementatioficefncy of a SDM was identified. This
paper will contribute to the existing knowledge ®DM evaluation by providing a method to
evaluate SDM efficiency after implementation andhédp identifying areas for improvement.
The use of data envelopment analysis, a linearranoging method developed by Charegs
al. (1978), is investigated in order to evaluate tfiiciency of different companies using the
same SDM, namely XP.

3. DATA ENVELOPMENT ANALYSIS

3.1 Definition

A fairly large amount of research has been devtiatie development of efficiency measures
as organizations want to increase efficiency (Cawkli Seiford, 2009). These measures
indicate whether a production unit, also known a@geision making unit (DMU), is operating
efficiently or productively.

Data Envelopment Analysis is a linear programming)(method developed by Charnes,
et al. (1978) and is used for evaluating the relativeiceficy or productivity of a
homogeneous group of operating decision makingsugiich as branches of the same bank,
universities, hospitals, electric utilities, etcER is a technique that converts multiple input
and output measures into a single comprehensivesureaf efficiency (for each DMU)
which lies between zero (meaning the DMU is totallfficient) and one (meaning the DMU
is technically efficient). It measures efficienciyaaDMU by determining which of the DMUs
make efficient use of their input and which do eDMU is rated efficient if and only if the
performances of other DMUs do not show that somiésdhputs or outputs can be improved
without worsening some of its other inputs or otspulhis is done by estimating the
production function, which relates the inputs coned to the outputs produced. The DEA
model is summarized as follows (Vassiloglou andka@# 1990):

k m
Maximise E, = Zuillh'o / Z"ixio
i=1 Jj=1
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k m
subject to (Z uill)i,)/(z v,-x,-,) <1 r=1,..,n
i=1 j=1

Ui,y > ¢ i=1,....k j=1,....m

where

o = the index of the unit being assessed from thefse= 1,...,nunits

k = the number of outputs at the units

m = the number of inputs at the units

w;r = observed outputat unitr

X = observed inputat unitr

& = small positive number

u; = weight assigned to outpiut

v; = weight assigned to inpjit

The above analysis is performed for the differamtsuproducing an efficiency rating for
each of then units. The required solution is the set of, () values that maximise the
efficiency ratioE, of the unit being rated without resulting in aput-output ratio exceeding
one (100% efficiency). Consequently, if a relatafficiency rating of 100% is not attained
under this set of weights, it cannot be attainedeurany other set (for the same sample of
units). This fractional programming problem is as@d with a LP equivalent through a series
of transformations, which are set out in detaiCimarnest al. (1978).

Without DEA, analysis of complex organizations promhg multiple outputs is often
limited to examining ratios of outputs to inputshéneset al.,1994). Often only ambiguous
conclusions can be reached from these ratios. DEAes as an alternative to these
unsatisfactory methodDEA is a procedure to perform a frontier analysisinputs and
outputs rather than examining central tendencieassto fit a regression plane through the
center of the observations (Seiford and Thrall, 99t can be seen as an extension of ratio
analysis since it enables us to consider the useudifple inputs to produce multiple outputs
(Reichmann, 2004). Another advantage is that tpatghand outputs do not need to have the
same unit of measurement, nor any functional iatiip to each other (Sowlati al, 2005).
Mathematical details of DEA do not form part ofstlpiaper. For a discussion of the basic DEA
formulations, enhancements and more, see Chahed (1994) and Seiford and Thrall
(1990).

3.2 Graphical Example

In DEA a point on the efficiency frontier is termedficient while any point not on the
efficiency frontier is termed inefficient. The efiéncy score of an inefficient DMU is based
on its comparison with a virtual DMU (reference mipiwhich does lie on the frontier. The
general way to obtain a virtual DMU is by a radiabjection from the origin which passes
through the point being assessed and then intersieetefficiency frontier. Such a reference
point represents a linear combination of othercedfit DMUs which is called the reference
set.

A simple graphical example by Anderson (1996) mlaystrate these concepts easily.
Assume that there are three baseball players (DMU$ and C, with batting statistics as
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given in Table 1. The statistics shows the nundfesingles and home runs (outputs) e
player produced with 100-bats (input).

Table 1. Player batting statistics

Player At-bats Singles Homeruns
A 100 40 0
B 100 20 5
C 100 10 20

25

20 c

Efficiency Frontier

g 15 /
o
g
c 10
= = B'
i A
OO L 2
o] 10 20 30 40 50

Singles
Figure 1. Grapical example of DEA (Anderson, 1996)

The points A and , in Figure 1,represents efficient DMUs in terms of the outpus:
represented on the and y-axis. The line segment connecting A and C showsgptssibility
of virtual DMUs that can be formed fronhe two units and is called the efficiency front
The efficient frontier defines the maximum combioas of outputs that can be produced fi
given set of inputs. The segment connecting C wiith y-axis is defined because
disposability of output ed ensures that the projection Malways encounter the fronti

Unit B isinefficient, because it ibelow the efficiency frontieits efficiency score can t
calculated by comparing it to the virtual uB’ formed from efficient units A and C (i
reference set). The virtual unit B’ is approximate#6 of unit A and 36% of unit C. (The
measures can easily be calculated by measuriningeAB’, CB’ and AC. The percentage
player C is then AB’/AC and the percentage of ptafeés CB’/AC). The eficiency of unit B
is calculated by finding the fraction of inputs & would need to produce the same outg
as B. Hence, the efficiency of unit B is calculaedthe ratio OB/OB’ which is approximate
0.68 or 68%

4. RESEARCH DESIGN
4.1 Thelnput / Output Set

The positivistic research paradigm together withguantitative research approach w
followed. As depictedn Table 2, the choice of input and outpatiables for DEA modelin
was done according to previous research regardiDlyl $iIse and evaluatic An input
orientated DEA model was used which means that Ehevas configured in such a way tl
inputs are optimized while attaining the same, ettds, levels of output. Five input variab
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and two output variables were chosen. The inputalbes areuse, voluntariness, support,
training, and costand the output variables aimapactand satisfaction.These variables were
chosen because they are quantifiable and can m&stently measured and collected. The
number of variables was kept to a minimum as usdgmany may influence a DEA model
negatively (Dysoret al.,2001).

Controllable input variables have been chosen whkitéibles management to make valid
recommendations after a DEA evaluation. For insancluntarinessand management
support are factors which management can control. It istequiifficult to make
recommendations on a variable such aaganization culture It is most likely that top
management will discard a recommendation such @e: ilmprove SDM efficiency, the
organizational culture needs to be changed.”

Also, too many SDM evaluation methods focus onlytechnical aspects while both,
technical (such asseand training) and social aspects (such \agduntarinessand suppor}
should be taken into consideration (Hardgravel, 2003; Vavpotic and M. Bajec 2009).

Future studies should consider other variables ssihsefulness, ease of use, relative
advantage, maturity, experience, trialabilitgic These variables, and more, were already
proven by various researchers to have a signifigaptication on the efficiency of SDMs
(Moore and Benbasat, 1991; Chau, 1996; livari 19gglifa and Verner, 2000; Sultan and
Chan, 2000; Huisman and livari, 2002; Riemenscheratial, 2002; Hardgravet al, 2003;
Huisman and livari, 2006; Vavpotic and Bajek, 2009)

Table 2. Input and output variables

Variable Description

Inputs

Use SDM-use was identified by various researchers damaortant issue in IS research. (Wynekoop and

Russo, 1995; Huisman and livari, 2003). Use canitidet! into two categories namely horizon
use, which relates to the SDM use across the esrji@nization and vertical use, which relates &
extent an SDM and its underlying methods and tease used in the different phases of

development life cycle.

Voluntariness| Voluntariness is the extent to which SDM usersteeeadoption of a certain SDM and its underlyi
approach, methods and tools as voluntary or mand@ktoore and Benbasat, 1991). It has bg
proven by various researchers to be a significactiof, with a direct effect on the intention to
SDMs (Hardgraveet al., 2003). Research by livari (1996) has shown thatssmimanageme
prescribes the use of CASE tools or other methadisyare developers often do not use it.

Support The degree to which top management, IS managemdrdevelopers supports the use of a SDM
projects. According to a study by Huisman and livg#002) there is a significant positiv
relationship between management support and thiédu@l deployment of a SDM. If a SDM is n
regarded as useful by developers, its prospectuitressful deployment may not be very promig
(Riemenschneidest al.,2002).

al
th
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t
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D
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Training Training provides the development team with a Ipettelerstanding of the SDM to be used. It m
reduce uncertainty and increase amenability (Fitdde 1997). Training was also found to have
positive effect on the perceived ease of use dil $Riemenschneider and Hardgrave, 2001).

ay
> a

Cost Cost can be divided into aspects such as purchaset@ning cost, embedding/implementing c
and costs regarding applications and tools to laéddievelopment team in efficient use of the SI
(Avison and Fitzgerald, 2006).

Dst
DM

Outputs

77



IADIS International Journal on Computer Science brfdrmation Systems

Variable Description
Impact Impact of a SDM can be divided into two focus ar@ldsisman and livari, 2006) namely: (1) its
impact on the quality of the product (developedtesyd and (2) its impact on the quality apd

productivity of the systems development procesesé&hcriteria also formed part of the measy
used by Wynekoop and Russo (1997) for measuringffieéency of SDMs.

res

Satisfaction

usefulness, ease of use, cost, impact, etc. Sditsiaplays a big role in acceptance of a SI

(McChesney and Glass, 1992).

Satisfaction of a SDM is the overall satisfacti@garding to a blend of variables such as use,

M

The input and output variables as portrayed in &ablwere gathered from a targeted
population using a survey in the form of a web-dasgestionnaire. The questionnaire
consisted of 11 questions and primarily used aiBtdokert scale together with a few open
ended questions. Companies using XP were targatbd sotal of 37 companies indicated that
they use XP which will be evaluated with DEA in gubsequent section.

4.2 Transformation of Input Variables

The DEA model used for this analysis will alwayteatpt to reduce the amount of inputs to
produce the same amount of outputs. In other wdris a minimization of inputs. Using
‘cost’ as an input makes perfectly sense, becahseaim is to reduce costs while still
producing the same outputs. A problem arises whsémgua variable such as ‘support’ as an
input. Reducing support will not lead to the samebetter outputs; in fact it may cause a
reduction in the output efficiency. Hence, to maintor increase the level of output, some
variables must be reduced while others must bee@serd within the same DEA application.
Therefore, the variables that need to be maximinaast first be transformed in order to be
used in an input orientated DEA model. After thansformations the variables may be
minimized. After performing DEA, as depicted in &ig 2, the results of the analysis must be
transformed back to their original state in orderntake sense. By omitting the necessary
transformations, the DEA results will have majosaldepancies and have no value for any
decision maker.

( inputs N

. Vertical use Transformation of

- Transformation of inputs -
Voluntariness for minimization DEA results to original

: Suppp rt . Vertical use’ state .
. Training , DEA . Vertical use
. Cost ’ Support . Support

0s +  Training’ . Tr;ir?ing
Outputs
. Impact

k Satisfactiol j

Figure 2. Process of transforming variables bedm after a DEA application.

The transformations, needed for the variables, ezmily be done by reverse coding the
values. Since, the variables are on a one to fikert-scale, a reverse code can easily be
obtained by subtracting the variable’s value fronfo6 example: Support’ = 6 - Support.

78



A DATA ENVELOPMENT ANALYSIS APPROACH FOR EVALUATING EFICIENCY OF
THE EXTREME PROGRAMMING SYSTEM DEVELOPMENT METHODOLOG

5. EVALUTING THE EFFICIENCY OF XP USING DEA

For the purpose of this paper, efficiency meanpuius produced at the least possible cost, or
using the minimum amount of inputs. As alreadyestaDEA is only a measure of relative
efficiency as it compares each unit only to theeothnits in the analysis. Therefore it is of
utmost importance to have a representative santptrwise the DEA results may be biased.
A DMU, a company in this case, is efficient ifstable to produce the same amount of output
as other DMUs in the analysis, but using fewer iapEfficiency of a company in this paper
relates to the efficient use of XP.

This section presents a discussion on the DEA te$oil the 37 companies using the XP
system development methodology. If the efficieratyng equals one, then the company being
measured is at least as efficient as any other aoynm the analysis. If the value is less than
one, it is relatively inefficient compared to ottmmpanies in the analysis. Table&tains
the DEA results (efficiency for each company) o tAEA model described in section 3.1.
Each row in Table 3 represents the solution to a Hr each inefficient DMU, DEA has
identified an efficiency reference set. This is e of relative efficient DMUs to which the
inefficient DMU has been most directly compared.ADterms a virtual DMU consisting of
the DMUs in the reference set. This virtual DMUsaes a benchmark to which the DMU
under analysis is compared. For instance RQMids compared with a virtual DMU, which is a
weighted composite of DMUs 8, 10 and 23, and wasdras 60% efficient. The weight
assigned to each DMU in the reference set is gimeparenthesis in the ‘Reference Set’
column.

See section 3.2 for a discussion on how the DEAghedlects a reference set for each
inefficient DMU.

Table 3. DEA results for 37 companies using XP 898

DMU Efficiency Reference Set — DMU(weight assigned to DMU)

1 0.70 10(0.244) 25(0.366) 26(0.203) 28(0.088)

2 0.70 10(0.184) 14(0.109 25(0.472 31(0.04) 36(0.194)

3 0.73 10(0.06) 25(0.301 31(0.196 36(0.442)

4 1.00

5 0.60 8(0.29) 10(0.45) 23(0.193)

6 0.75 10(0.254) 14(0.554) 25(0.033) 36(0.159)

7 0.45 12(0.036) 25(0.334) 31(0.447)

8 1.00

9 1.00

10 1.00

11 0.61 14(0.576) 23(0.11) 28(0.093) 31(0.22)

12 1.00

13 0.55 9(0.066) 14(0.087) 25(0.122) 26(0.213) 28(0.124)
31(0.244)

14 1.00

15 1.00

16 0.52 10(0.13) 25(0.456) 26(0.022) 28(0.172)

17 0.80 15(0.4) 28(0.057) 36(0.343)

18 1.00

19 0.66 15(0.659)
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DMU Efficiency Reference Set — DMU(weight assigned to DMU)

20 0.67 10(0.319) 14(0.223) 23(0.408) 31(0.05)

21 1.00

22 0.52 10(0.372) 14(0.058) 23(0.277) 25(0.093)

23 1.00 23(1)

24 0.75 10(0.008) 12(0.05) 25(0.356) 31(0.317) 36(0.279)
25 1.00 25(1)

26 1.00 26(1)

27 0.62 10(0.081) 14(0.187) 23(0.076) 25(0.183) 31(0.274)
28 1.00

29 0.80 31(1)

30 0.61 9(0.329) 10(0.152) 23(0.373) 25(0.021) 31(0.024)
31 1.00

32 1.00

33 0.95 8(0.71) 36(0.237)

34 0.86 10(0.252) 14(0.003) 25(0.274) 31(0.222) 36(0.249)
35 0.73 8(0.109) 10(0.419) 23(0.293)

36 1.00

37 1.00

According to the results as depicted in Table 3cdmpanies out of the 37 were identified
as efficient which represents 46% of the total nemist companies. Levels of inefficiency
ranged from 95% to 45% which indicates that theyewanything between 5% and 55% less
efficient than the efficient companies they werenpared with. Being used 13 times, DMU
was the most prominent efficient peer.

Table 4 contains the results of the average efficieersus the average inefficient
companies. Note that the variables that have tonbgimized in order to be optimal are
indicated with a (+) and variables needing minirtic@a are indicated with a (-). The choice
between maximization or minimization of the varibls based on Table 2 and a literature
survey reported in De Jager (2010). As expectefficient DMUs have lowewertical use
support andtraining, while voluntarinessandcostare higher. Likely, the inefficient DMUS’
outputs, namelympactandsatisfactionare lower. Due to DEA’s optimization the variabtds
the average efficient company is somewhat bettan tthose of the average inefficient
company, especiallyoluntariness

Table 4. Average efficient vs. average inefficieotpany

Variable Efficient (n=17) Inefficient (n=20) Shortage/Excess % Diff
Inputs

Vertical usg(+) 4.30 3.43 -0.87 -20.23%
Voluntarinesg-) 1.76 2.55 0.79 44.50%
Support(+) 4.24 3.68 -0.55 -13.03%
Training(+) 3.62 2.89 -0.73 -20.18%
Cost(-) 2.04 2.45 0.41 19.86%
Outputs

Impact(+) 4,52 3.97 -0.55 -12.20%
Satisfaction(+) 4.76 4.10 -0.66 -13.95%
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By only analyzing the results in Table 4, one clheaaly make a few recommendations on
how to improve a company’s efficiency. In other d®rhow to make efficient use of XP.
Compared to the average efficient company, it é&aicthatvoluntarinesscarries a relatively
large weight for a goo@mpactand satisfactionrating. These values only represent averages
and the question still remains, what can an indigiccompany do to improve thmpactand
satisfactior? Or, what would the effect be @ampactand satisfactionif a company increases
their SDM supportfor example? The answers to these questions haeé more managerial

value.

Instead of just identifying inefficient DMUs andeih reference sets, additional insight
about the degree of inefficiency can be provided yA (Metzger, 1994). The true
managerial value of DEA comes to its strength whesults are analyzed individually. For
illustrative purposes DMiJwas chosen for a more in-depth analysis. Any ofidiJ may be
analyzed in the same manner.

Table 5. DMUY compared with its efficiency reference set

DM U-: 45% Reference Set

Variables Original  Target Shortage % Diff Dmu,(0.036) Dmu,s(0.334) Dmugz(0.447)
| Excess

Inputs

Vertical use 1.500 3.975 -2.475 -62.26%  5.000 3.833 3.167

Voluntariness| 4.000 1.409 2.591 183.98%  5.000 1.000 2.000

Support 2.000 4.469 -2.469 -55.24%  1.667 3.667 74.66

Training 2.250 4.312 -2.062 -47.829 2.500 4.000 0a.0

Cost 2.000 0.900 1.100 122.17%  1.000 1.250 1.000

Outputs

Impact 3.588 3.588 0.000 0.00% 4.000 4.647 4.235

Satisfaction 2.000 4.048 -2.048 -50.59%  4.000 5.000 5.000

The data in Table 5 shows the amount of inefficjeas identified for DMWY when
compared to its efficiency reference set. The ioaf column contains the values for DMU
as gathered from the survey results. The valuesdoh DMU in the reference set are also the
values as gathered from the survey. Each targaewahs assigned by the DEA model and is a
weighted composite value of the DMUs in the refeseiset. For example, the target for
voluntarinesswas calculated by the following formul&x + 1x, + 2x3 = 1.409 whereXx;
represents the weight assigned to each DMU in élfierence set. The target values are a
representation of what the inputs and outputs cdwdde been if DMWY operated more
efficiently. In other words, the target is an iration of how much the input use could be
optimized in order to achieve the same or a beittput level. With efficiency of only 45%
(see Table 3), DMW has the worst rating in the analysis. In comparigdoth the other
companies its input- and output deficiencies ariteglarge, especially its bashtisfaction
rating of 2 which is 50.59% below the targstisfactionof 4.048. Onlyimpact had no
variance from the target. However thmpactis still inadequate compared to timpact
achieved by the companies in its reference sethwduie all equal to or above 4.647. Although
a value of 2 focostis actually good, the model wants to lowesteven more. The reason for
this is: compared to other companies, the same) (lea@l of outputs could have been
achieved with lesgost The distressing variables are thosevofuntariness support and

vertical use
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In order to gain even more insight into the proldadentified, the company itself must be
considered in more detail. This would be possiblaedblving deeper into the survey results,
but a personal more in-depth analysis of the compéself will yield the best results.
DMU<'s bad satisfactionrating of XP is obvious when one considers the mamy’s bad
levels ofvertical use supportandtraining. The overall recommendation would be to increase
SDM-use which will on its part lead to a bettanpact and satisfaction Amongst
recommendations to increase efficiency for Djide:

» Make the use of XP more mandatory. In other waddsrease the level gbluntariness
* Increasemanagement supporManagement should drastically consider increasiegy

SDM support This is important as management controls compasgurces. Effective

communication may affechanagement suppaats perceived by developers positively;
e Invest in more formal training, whether externatlly in-house.Training may also be a

vehicle to increase developer support; and
* Costsregarding the SDM should be reasonaMeluntarinessand cost had the largest
contribution to inefficiency.

For further comments on the results of the precpddEA evaluation, a more in-depth
analysis of the individual company is necessaryctviis beyond the scope of this paper.

6. CONCLUSION

This study proposed a method of evaluating postémpntation SDM use by means of the
linear programming method Data Envelopment Analy&saluation criteria (inputs and
outputs) were identified in the literature and wesed in the DEA model. A major advantage
of DEA is its ability to deal with multiple inputand outputs in contrast to the more
conventional regression-based approaches wheresasset is against average performance.
An input-orientated DEA model was used to classiympanies’ SDM-use as efficient or
inefficient in respect to how good inputse(tical use, voluntariness, support, trainireynd
cos) were utilized to produce the achieved level dpats {mpactandsatisfaction.

The applicability of DEA to evaluate the efficienoy SDMs after implementation was
demonstrated using XP. It is a requirement for DieAhave a homogenous set of DMUSs,
therefore different companies using the same SDivewempared to each other. After each
evaluation the companies were divided into two gatties namely efficient companies (with
an efficiency rating of one) and inefficient compn(with an efficiency rating less than one).

Instead of just identifying inefficient DMUs andeih reference sets, additional insight
about the degree of inefficiency can be providedBA. The true managerial value of DEA
comes to its strength when results are analyzeadichehlly. This ability was demonstrated in
this paper as one of the inefficient companies fthenevaluation were randomly selected and
assessed. An individual analysis enables one tuifgiespecific areas needing improvement.

A limitation regarding DEA is that it does not pid® a measure of absolute efficiency
because an efficient DMU is only efficient relatit@ the other DMUs in the analysis. This
emphasizes the importance of having a represeatséimple.

In an era where there is a reappraisal of the ieffay of system development
methodologies, it is critical to have a valid argiable method of evaluation. This paper
contributed to the dearth of research on post-implgation efficiency of system
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development methodologies by presenting DEA as thadeto evaluate companies’ efficient
use of XP.
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