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ABSTRACT

Distributed space partitioning trees (DPSTs) (Hibatek and Hemmije, 2006) describe a distributed
spatial index for storage and access of the sed#dication knowledge. Location knowledge is acepli

in a complex distributed process through positignitnacking, and program logic to support location-
based services which are based upon knowledge #iphysical location, shape, and size of real and
virtual entities, such as persons, vehicles, citiesther location-based services. Location knogeeid
needed at diverse applications in geographicakindtion systems (GIS), virtual collaboration system
and mobility management. The previous implementatiba DSPT, RectNet (Heutelbeck and Hemmije,
2006), was built on an adaptive binary tree shapeivork topology. The use of a recursive space
partitioning can be useful for load balancing. Huemr previous implementation requires complex
operations to restructure the network. These ojpastause significant bursts in network traffit this
paper we present VoroDSPT, a new DSPT implememtabiy using the geometric structure Voronoi
Diagram as a topology that provides both greedyimgufor supporting efficient spatial queries and
information sharing, providing the base for impletieg future efficient heuristics of load balancing
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1. INTRODUCTION

A central problem for the distributed indexing a®#rching of location knowledge is the non-
uniform distribution of keys in the search spaa@idwing the notation of DSPTs (Heutelbeck
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and Hemmje, 2006), located objects are represeseldstored agl, o)-tuples, wherd,
denotes the location of an objextThe location is an arbitrary measurable subset tfo-
dimensional search-space, often represented bynejeic primitives, such as circles or multi-
polygons. A core search operation defined by DSBT$%okup all tuples whose locations
intersect the s&®”. This implies that pair wise relations, such las intersection between the
locations of stored tuples and a query@ehave to be preserved by the index. Peer-to-peer
indexes, such as distributed hash tables (DHTg), €hord (Stoica et al.,, 2001), are not
feasible to solve this problem, as by hashing thgskthe set nature of the keys and the
associated relations are lost. In addition the eisafgspace-filling curves to map the spatial
keys is also difficult in case of DSPTs. Here, aoly points but also sets are considered as
key values. We assume, that the more local neigidoat relation between peers in our
approach are also more suitable for the implemiemtatf DSPT systems.

In DHTSs, the hashing of the keys is a central cphd® order to achieve effective load-
balancing between the individual peers. In pragciids easily observable that given a number
of spatial objects, these objects are usually niformly distributed across the search space,
e.g., the surface of the earth. Hence, a distribapatial index uses other means for handling
the non-uniform distribution of data in the index.

In this paper we present results of our ongoingeaesh in designing DSPTs. The
implementation presented in this paper realizes lthse for what we calbmooth-load-
balancing by providing a new way of partitioning the seasgace via Voronoi Cells. Future
extensions will be able to implement different hstics for load-balancing. Those heuristics
smoothing out the network traffic, based on adapéiod the movement of the logical position
of the generator points of a Voronoi diagram. lis thaper, we will describe the peer-to-peer
(P2P) design of our implementation VoroDSPT and wi provide some initial figures,
indicating the performance of our system.

The rest of this paper is organized as follows:tiSe@ describes different related efforts
and the state-of-the-art of DSPT indexing. In RectB we present the performance of
VoroDSPT. Section 4 describes experimental resB#stion 5 states our concluding remarks.

2. RELATED WORK

RectNet (Heutelbeck and Hemmje, 2006) is a DSPTementation which allows publishing,
updating, and searching for located objects in arlay network. RectNet is based on a
rectangular tessellation of the plane similar toNCfRatnasamy et al., 2001) and uses the
concept of the cluster based routing protocol telés on the binary space partitioning trees.
In this protocol nodes responsible for a subseatiothe search space, i.e., clusters, are called
clusterheadswhich are responsible for maintaining the strudtiméegrity of the network
according to the tessellation. As the number offviets inside individual clusters increases,
the communication overhead increases as well andltister has to be split in order to avoid
that the clusterhead becomes a bottleneck. Angpheblem is that during the time of
reconstruction the routing to the split clustersnierrupted. As RectNet adapts to changing
load distributions by restructuring the binary tr&teucture describing the tessellation, the
restructuring protocol is very complex, creatirgffic bursts by redistributing a lot of data in a
short period of time. The protocol does not offarenfine-grained means of adaption.
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Distributed Hierarchic Spatial Index (DHSI) (Bernep 2007) is a design system for a
World Wide Space which provides the conceptual dadhnological framework for
integrating and sharing context models. DHSI hasghimary goal of achieving a scalable
distributed indexing for mobile objects which haaelocation and types. DHSI has two
overlays: one for classes of types constructed faobinary tree structure and one for spatial
requests constructed from a 2-dimensional indexctire that represents geometric objects
like CAN (Ratnasamy et al., 2001). Therefore, a DH&le has to choose between three
different kinds of routing links depending on theight of classes of types and location. This
approach tries to balance the load by transfewirtgal index-nodes from nodes under heavy
loaded to nodes with more free resources by usisg aalledsplitfactor for selecting the
physical node under the highest load.

GeoPeer (Aradjo et al.,, 2004) is a P2P-system witgreedy algorithm based on a
Delaunay triangulation. It provides services toakimn-aware applications by storing objects
in distributed hash tables that are suitable fantpdata. The greedy algorithm is augmented
by a Long Range Contact (LRC) mechanism for redpg@ath lengths in a two dimensional
CAN or Delaunay triangulation. To get a direct LR&ery node which has to forward a
message already equipped with a predefined nunfbisops has to generate these short cuts
actively by sending additional messages to callhensource node to create a LRC. Although
the use of LRC efficiently reduces average patlytles even in extremely unbalanced node
distribution, the maintenance of LRC needs additianessage traffic whereas the creation
and maintenance of Long Distance Links (LDLs) inrM@SPT is achieved with local
exploitation of storage information.

3. VORODSPT

In VoroDSPT the insertion and retrieval of spatgects(l,, 0)-tuples defined by DSPTS, is
implemented as a service on top of a flat peererpverlay network, that enables the usage
of concepts like neighbourhood, interior regiond Boundary of sets and connectedness.. The
topology of the overlay is based on a Voronoi Déagito partition the Euclidean-space into 2-
dimensional Voronoi regions. Those regions are ueeaissign responsibilities to individual
peers. Each peer is assigned to a Voronoi regiwhstores all, 0)-tuples, wherd, intersects

its VVoronoi region.

Let S be a set oh points of the Euclidean-plane. A Voronoi DiagrawD] of s distinct
sites in the plane is a partition of the plane imMoronoi regions. Each region is associated
with one of the sites. The individual sites areoatslled the generator of their respective
region. The Voronoi region associated with a 3{teS consists of all the locations in the
plane, that are closer ¥ than to any other point i Thus, given an arbitrary sif in the
plane, one can determine which of ghgenerators 0§ is closest tdP by determining which
of the s regions contain$. A Voronoi region is a convex polygon (possiblyboanded)
determined by bisectors &f and other sites and each region is the interseatfaall such
bisectors. Okabe et al (Okabe et al., 1992) gatl@mugh review of concepts, applications
and algorithms related to Voronoi Diagrams. It &llvknown that the Voronoi Diagram fer
generators in the plane can be constructed(n log n)time (Okabe et al., 1992). In
VoroDSPT, Steven's Fortune algorithm (Fortune, 1@ used for the construction of VD.
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The VD containing all the sites of the network, tke-calledglobal VD, is never
constructed, as it is sufficient to maintain loeews of the network at each peer and there is
also no global observer who would be able to caomstsuch a diagram. However, we
constructed global VDs in experimental settingstider to verify the overall integrity of the
network. A peep represents an instance of an active participatitdri/oronoi based overlay.
Each peemp is assigned a unique nodig containing a location, a logical, and a physical
address. The logical address relates to the nddetstifier for the VD-overlay and is
computed using a hash function like SHA-1. The fiocal,, which indicates peer's VD-
generators,, is defined as a coordinateord(A) = (Xa, Ya). To make it improbable that two
nodes get the same coordination, there is an oodethe node's locationcoord(A) <
coord(B), if xa< Xg andya<ys Or ya=Ys The physical address denotes peer's IP-address
with its port number on the underlying network. Timaintenance of peer's owocal VD
depends only on its locatidg) its local view of spatial environment and on kbeations of its
known neighbors. The neighborhood and the localdéspatial environment are defined by
computing peer's local VD. As the connections imitthe overlay are implemented using
UDP, each peer has to manage the individual coimmecto its neighbors. This is necessary to
be able to detect and to recover from inconsiséendike nodes that disappear without
informing their neighbors. This approach is impleteel by sending frequently UDP keep-
alive messages, which are flexible in regard tdr ttignamic adjustment of timeout intervals.
For reducing the keep-alive overhead a VoroDSPT perds only alive request messages to
its neighbors and regards their alive request ngessas reply messages.

Given that a VoroDSPT peer has six neighbors aeerahe costs for the keep-alive
process remain constant. The routing is perforbned purely local decision according to the
state of its local Voronoi Diagram. A global VD cant provide more exploitable information
for the greedy routing to a peer, as it can be daarthe local VD.

This is true as long as the local view is equatht® global possible local view. When a
neighbor of a peer leaves the network, or a neghiir is inserted into the network, there are
short periods of time where the local view of theighborhood and peer's boundary of
connectedness may not be true.

During our work we built a test application mainiag a global VD and comparing the
local view with the global view. Peers within thetwork always have the stated identity,
whereas during times of change there can be difte® The availability of peers was
validated by a test application counting the negghiy nodes from a local view of a single
peerX and from a global view of pe&fat a given time. The simulation indicated thatrtiio
after a node failure the local view of neighborhoocatresponds to the global view of
neighborhood, which is the optimal state. The prokeeliminates the differences, while the
peer learns about its changed neighborhood.

A VoroDSPT peer self-organizes into a planar VDeBaemay join and leave dynamically.
Each peer constructs and controls its own localt@ determines its state of neighborhood
and its Voronoi region, which is set as the pegogerning area for storing spatial objects.
The entrance and exit of a peer changes the Vomagions. A network based on a VD has
the following desirable characteristics:

» expected node degr€x1)
» greedy routing with a mean path lengthQdgfog n)
* locality, which leads to a dynamic and distribubeehstruction in O(n log n) time

102



VORODSPT: A VORONOI BASED OVERLAY FOR SPATIAL OBJECTS

Given an existing Voronoi Diagram, the entrance afew peer or the exit of an existing one
affects only the region adjacent to the locationtled peer. Therefore, every peer has to
calculate its own local state of view of the gloWakonoi Diagram separately and locally. The
time and memory needed to compute a local Voronagi@am isO(n log n)wheren-1is the
number of neighbors the Voronoi region has.

The abstract data structure DSPT (Heutelbeck, 2B0Bhplemented as a service which
efficiently provides operations for publishing a eé spatial objects and searching for spatial
data. The service makes certain operations avaijlabich apublish(object) remove(object)
and spatial queries which allow the use of geowedtdata types. Spatial queries consider the
spatial relationship between geometrical data, eqality query, which returns all spatial
objects whose location is identical to a query fimea intersection query, which returns all
spatial objects whose location intersects a quacgtion, or inclusion query, that returns all
spatial objects where a query location is a subfehe location. Thus, the DSPT service
allows access to spatial objects having a statiadable form and position and existing only
for a limited time.

3.1 Joining and L eaving

A dynamic network needs to deal with nodes joirting system concurrently and with nodes
that fail or leave arbitrarily. For scalability foin and leave operation should be applied with
low time and message complexity. When the netwgsitesn increases over time, the system
should decrease the load on each node and indfsaseailability of the system (Naor et al,
2004:3).

3.1.1 Node Join

Peers are associated with generators of a Vororamr®m. Each peer holds its own location
and maintains its local generated Voronoi DiagrArpeer that wishes to join the system, the
so-calledjoiner, executes the following protocol:

1. The joiner sends WantoJoinmessage to some peer within the network, contgiain
randomly chosen point i the so-calledocation Ipof the joiner

2. The peer receiving thé/antoJoirmessage checks, if it is responsible for the j&ne
location, i.e., the location is contained in itsroWoronoi region. If not, it forwards
this message to the neighbor whose location i®stds the joiner's location.

3. If the peer is in fact responsible for the locatadrthe joiner, it calculates an updated
Voronoi diagram by adding the location of the joire a generator. Then it sends
back aPeer- message to the joiner, including all the peersctwlifom its point of
view are neighbors to the joiner.

4. Upon receiving thé?eermessage, the joiner replies witl@inAckmessageThen it
calculates its local Voronoi Diagram taddirg all these neighbors to its VD and
validates its neighborhood from its local view. fihdghe joiner sends &lello-
message, containing the location of the joinegrlt@eers the joiner accepted as new
neighbors in its local VD.

5. The receiveR of aHello-message checks if the sender, i.e., the joinairé&ady a
neighbor. If not, it is inserted in the local VDR validates, if all original neighbors
are still neighbors after the insertion of the @inf they are no longer neighbors, R

103



IADIS International Journal on Computer Science brfdrmation Systems

sends these peerd\eighborLeavanessage. For the remaining neighbors R tests, if
they are neighbors of the joiner. R send®l@wvNeighbomessage to the joiner,
containing these peers.

6. The joiner validates, if the peers NewNeighommessages are already neighbors. If
not, they are accepted as neighbors. The joinedssariello-message to all new
neighbors.

7. When the joiner receives the firslewNeighboimessage, which does not contain
new neighbors, it starts sending Alive-messages.

The number of nodes that need to be updated wh@ta joins the network i©(1) on
average an®(n) in the worst case. As the mean path lengt@(lsg n),finding and updating
nodes take®(log n)time on average. We assume that with the use o ldistance Links
this time can be significantly reduced.

The next operation that has to be performed wheod® joins the network is to take over
the responsibility for the objects with locatiomseirsecting the joiners region in the VD. This
is done by the DSPT-service implemented by each péa spatial object is to be published,
the real spatial object will be stored ihoaal storeat the source peer and the location of that
spatial object will be stored in a so-calleunote storeat the publishing peers whose Voronoi
regions cover this location. As every publishecatamn object must be updated by the source
peer, there ar&pdate and Acknowledgenessages which are periodically sent between the
source peer and the publishing peers. If the ecdérar exit of a peer causes changes of
Voronoi regions, the update message is forwardethéonew responsible peers and the
acknowledge messages contain the new addresdes pdlblishing peers.

Along the way, publishing objects in the VoroDSR&twork implicate the knowledge
about address information and the Voronoi regiohshe publishing peers. These address
information is used to create long distance linkdI(s), and the remote Voronoi region of a
publishing peer, which is also sent in Acknowledganmessage, is used for the performance-
enhancing search process of the DSPT queries.

3.1.2 Node L eave

In a safe mode, peers leave the overlay networkafoyming neighbors about its imminent
departure with @isconnectmessage. The neighbors remove node n from thajhinerhood
and recalculate their local VD. For detecting néaitures the absence éfive-messages are
used. If noAlive-messages from a peérare received for a certain amount of time, the
neighbors of assume thdk failed or left the network. In this case they feakate their local
Voronoi Diagram and send AleighborLeavemessage containing the new state of the
neighborhood to all their Voronoi neighbors. Whdrpaers that were neighbors Bfupdated
their neighborhood and notified their neighbors wtboeew Voronoi-neighbors, all affected
Voronoi neighbors oF become aware of its failure and finally each pelecal state of view

of the network topology corresponds to the glolmbyioi Diagram.

If a source peer that stores spatial objects faildeaves the network, it cannot send
update-messages to its publishing peers anymoen, These service-messages will be missed
by the peer responsible for publishing the locatioAfter a certain amount of time, the
publishing peer removes these locations from itaote store. If a publishing peer storing
locations fails unexpectedly, locations are nohfefound for a short time, but source peers
will detect the missing acknowledge-messages angubtiesh their spatial objects
automatically.
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3.2 Greedy Routing

In this paper we propose a Voronoi based greedyngéor messages which contain not only
point data, but also locations described in polggand that can be routed to the destination
without global knowledge of network topology orgrroute discovery.

3.2.1 Voronoi based Greedy Routing

The Voronoi based greedy routing algorithm is usden a peer joins the Voronoi based
overlay and forwards the service messages. A pmmr gets a message containing a
destination node's location needs only a lookujtsitocal VD to decide whether to process
the message or to determine to which neighbor thssage is to be sent. Exampleslarep
Alive- or Disconnectmessages. Messages which do not have any infiermabout node's
location address, like query messages or servigsages contain a locatibynand a response
address. The receiver of such a message as welbtidecide whether to process or forward
the message. If the locatidp intersects the spatial environment of the neighltoo, the
receiver determines which neighbors are respondinethe locationl, and forwards the
message eventually to several neighboring peers.

Figure 1. The local view and global view of VVoromiagram

Figure 1 shows two images where the whole plagevered by the Voronoi regions of 19
peers, each managing its own Voronoi region by agimg its local Voronoi Diagram. For a
single peer the whole space is partitioned+i parts whera is the number of its neighbors.
The left image of figure 1 shows the local VD ofepP;. From the local view of ped?; the
pink polygon intersects the assumed Voronoi regafiseerP, and of peeP,,. Thus, peeP;
sends service-messages to both neighBgrand P,,. From the global view of the Voronoi
Diagram it is obvious that the Voronoi region ofepd®, completely encompasses the
geometric object. The spatial environment whickrpg knows from its own local Voronoi
Diagram does not reflect to the actual global Voiatiagram. However, it is sufficient for a
meaningful and correct routing.

The decision if a local process is necessary hadlétermination of the next routing hop
to the destination contained in the message is dignéhe greedy routing algorithm. The
responsible peer consults its local VD, if its oWaronoi region intersects the destination
location of the message. Each peer can make adec#ion if it is solely responsible for the
location. In this case the greedy algorithm calmdahe complete solution. Otherwise the
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responsible peer checks the intersections of ttetilin with the neighboring Voronoi regions.
After determining the Voronoi-regions by the lod&ronoi diagram, the message is sent to
the neighbors concerned. In order to avoid meskeags, redundant messages are detected by
an ID which is created by the peer initiating tlenmunication. This protocol ensures that the
message reaches its destination nodes withoutifigaeffect. It is robust against topological
network changes, though it is not optimal becadiseessage redundancy.

4. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we perform a basic simulation-baperformance analysis of VoroDSPT.
Common properties of a P2P network usually incledeurity, anonymity, scalability, load
balance and routing efficiency. This paper willdecon the last three aspects. We evaluate
the Voronoi based greedy routing by simulatingabgl overlay network. The performance of
any routing protocol strongly depends on the lemgtthe path between two arbitrary nodes in
the network. In this context we define the patta a®n-empty, acyclic directed graphe (V,

E) in a 2-dimensional Voronoi-DiagrarWD(V), where all nodesx, are pair wise different
and the number of edges is minimal between soame-destination node.

Let V =X ..y %, E =%Xq.., %Xn. The path lengtlih, is equivalent to the number of
edges in a path. The efficiency of a path length is often quaetifiby the number of nodes
traversed during a lookup. A global Voronoi Diagraimulates the arrangement of a fixed set
of N random generated peers in a fixed overlay network.

4.1 Path Lengths

To understand the greedy routing performance iotjwe, a Voronoi Diagram was generated
with different sets of generators which simulagdabal Voronoi overlay. The total number of

peers varied from 20 to 5000 nodes and a sepaxp&iment for each value was conducted.
Each node in an experiment contacted all the atbeles in a global Voronoi Diagram, the

path lengths being measured in hops. As the nurmabereighbors and their geographical

arrangement is not regular, as this is imaanlattice network (e.g. Kleinberg's Small World

network (Kleinberg, 2000)), the path between twiiteairy nodes varies and the path lengths
going out and coming back have to be measuredratepa The number of paths to the

number of hops ratio is shown in figure 2.
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Figure 2. The distribution of hops for 20 (left igg and for 5000 nodes (right image).

The Paths/Hops ratio for 20 and 5000 nodes expatanegith 20, 100, 200 and 500 nodes
were run 20-fold and a new set was randomly geeeravery time. The experiments with
1000 and 2000 nodes were run three-fold and therarpnt with 5000 nodes was only run

once, due to

running time.

Figure 2 illustrates that a Voronoi Diagram with 80des has mar * (n — 1) = 380
directed paths and that at an average 98 direc#ts meeded only one hop and 128 paths
needed 2 hops etc. To get the mean path lengsutin of paths which were weighted with
their needed number of hops was divided by the sfipaths. Figure 3 plots the mean path
lengths. As expected, the mean path length incselsgarithmically with the number of

nodes.
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Figure 3. The mean path length of a Voronoi-bassd/iork

Figure 3 (A) plots the mean path length for a nekweith 5000 nodes, the x-axis denotes
the nodes, the y-axis marks the hops needed witfigure 3 (B) shows the mean path lengths
in a logarithmic diagram. So with high probabilibe lengths of the path to resolve a query is
O(log N) whereN is the total number of nodes in the network.
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4.2 Worst Case Path Lengths

In this section it will be shown that there existsvorst case path lengths wi@(n). The
greedy routing in a Voronoi Diagram is based onphaperty to send and forward messages
to neighbors. When the node degree, the numbereghbors with which a node must
maintain continuous contact, is high, then it ighty probable that at least one path to a
destination will be found whose path lengths isr&roor equal to others. A peer that has only
one neighbor cannot forward a message. It can sey it to its neighbor. A peer with two
neighbors can forward a received message only éndarection thus the lengths of the path
increases. So when allgenerators of a path lie on the same straight line, then the path
length of this collinear pathisn-1. That is the worst case.

For a collinear distribution of generator-pointsan?2-dimensional Voronoi Diagram we
can give a formula from the greedy routing measergmwhich describe the worst case path
lengths: letN be the total number of noddsthe number of hops, aqdthe number of pathsg:
= 2*(N - k). E.g.,if there is a collinear distribution & = 20 nodes, then there exists a total
number of path®=380.We have exactly p=38 paths with a path length df,kend exact p=2
paths with path length of k=19. Figure 4 (A) shaWws path distribution with 20 randomly
generated nodes in a 2-dimensional Voronoi Diagrahe mean path length is 2 and the
maximal measured path length was 7. In figure 5 tf&) worst case path distribution is
represented with 20 collinear nodes. In this cdse mean path length is 7 and the maximal
path length amounts to 19.
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Figure 4. Path distribution with 20 nodes

We expect that the use of long distance links, tvtace generated by storing spatial
objects, and the resulting improved spatial seapchcess will further improve the
performance of the overlay.
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5. CONCLUSION

In this paper we address the problem of efficigmtadnic and distributed storage and search
for spatial objects in a P2P overlay that is baseda Voronoi Diagram. The VoroDSPT
protocol solves this problem with the implementedadstructure DSPT, which offers spatial
queries: given a location, it determines all thepatial objects whose locations intersect,
include or are equal to the given query location.al nearly uniformly distributed N-node
overlay, each node maintains a local Voronoi Diagveith an average neighboring number of
6. For managing network connectivity, each node ta&is routing information for only
about O(1) neighbors. For resolving lookups the greedy routogarantees delivering
messages to other nodes with a mean path lengt®(loig n) Updates to the routing
information for nodes leaving and joining requdédog n)messages.

VoroDSPT features a simple and practical methodsforing located objects for sharing
spatial information and the exploitation of locallgvailable information for robust
collaboration of peers.

Handling spatial data in a distributed two-dimensaiooverlay, load balancing is the main
problem that has to be solved and will be addressédure work. In this paper we presented
VoroDSPT as an approach, which provides spatialices to location-aware applications,
featuring a localized efficient and scalable rogiticheme.

As discussed above, the load-balancing in earl@PDimplementations, i.e., RectNet, is
not very fine grained and results in network t@affiursts. While the implementation of
VoroDSPT described in this paper is static, andsdae adapt to dynamic load distributions, a
main motivation for following the Voronoi Diagranpproach is in fact the possibility for
finer grained load balancing.

One strategy for redistribution of load is the msote space partitioning of a responsible
region a peer has to self-manage. A good examplReistNet, whose search space is
partitioned, based on a set of parallel axis ofaregles and where an overloaded peer splits its
responsible region into further rectangles whichrespond to load. To perform a dynamic
load balancing in VoroDSPT, we propose to enaldeirtdividual peers to heuristically move
their generators. Our current implementation is nable to perform such movement
operations in addition to the join and leave operat In addition, information about the
workload of individual peers is piggybacked on thiéve messages exchanged between
neighboring nodes and experiments are ongoing atratudifferent movement strategies. The
results will be published in future work.
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