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Abstract 
 

Because of the increasing demand for ever-higher level of electronic device 
integration and miniaturization, modern design requires massive computational 
tasks during simulation, optimization and statistical analyses, requiring robust 
modeling tools so that the whole process can be achieved reliably. In this paper, 
the authors developed advanced computer-aided design tools to efficiently model 
devices such as transistors and successfully predict the overall circuit 
performance. The proposed tools are demonstrated through examples.  
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1  Introduction 
 
Recent developments in modern communication market highlight an ever-increasing 
demand for more capability and functionality. Combined to other constraining factors 
like size and weight, the drive in the microelectronic industry for ever-higher integration 
and reliability leads to massive and highly repetitive computational tasks during 
simulation, optimization and statistical analyses, requiring that the models be 
permanently upgraded so that the design can be achieved accurately [1]-[3]. As such, 
there is a challenge for further research towards improvement of existing Computer-Aided 
Design (CAD) tools for high-frequency communication circuit modeling and design. 
Among all high-frequency active component models, unreliable transistor models can 
easily lead to an unsuccessful design due to their strong influence on the overall circuit 
behavior. Thus, the efficiency of such models in terms of accuracy and speediness is 
critical to assure a reliable design.  

In the recent years, neural (NN) and fuzzy-neural networks (FNN) gained popularity 
as fast and flexible vehicle to high-frequency modeling, simulation and optimization 
[4]-[8]. Trained from measured/simulated data, fast and accurate neural models can be 
utilized in place of computationally intensive physics/EM models to speed-up the 
overall design process. 
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In this paper, the authors developed robust neural-based CAD tools to efficiently 
model high-frequency field effect transistors (FETs) and accurately predict active circuit 
responses. The proposed tools are demonstrated through examples.  
 
2  Neural Network Review 
 
A neural network (NN) is a model that has the ability to learn and generalize arbitrary 
continuous multi-dimensional input-output relationships. Let x be an Nx-vector {xi, i = 1 
… Nx} containing the inputs and y an Ny-vector {yk, k = 1 … Ny} containing the outputs 
from the output neurons. The original problem can be expressed as y = f (x), while the 
neural network model for the problem is  

 
 ( wxyy NN , )~= , (1) 
 
where w is a Nw-vector {wi, i = 1 … Nw} containing all the weight parameters 
representing the connections in the neural network. The definition of w and the way in 
which yNN is computed from x and w determines the structure of the neural network. 
 
2.1 MLP Neural Networks 
 
The most commonly used neural network configuration is the Multi-Layer Perceptrons 
(MLP) where the neurons are grouped into layers as shown in Fig. 1. Layer L1 is the 
input layer. Layers L2 to LL-1 are called hidden layers, while the last layer LL, the output 
layer, contains the response to be modeled.  

 
Fig. 1. Structure of the MLP neural network. 

 
The layers are placed end to end with neuron connections between them. For such a 
network, the function in (1) is obtained on the basis of the layer of entry while using  

 
 ,  (2) 1
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zi
1 is the output of the ith neuron of the input layer, and while proceeding layer by layer, 

the output at the end of layer Ll is given in the form of the activation function  σ(.) [4]  
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where j = 1 … Nl and l = 2 … L, to reach the output layer that gives 
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In (2)-(4), Nl is the number of neurons in layer Ll, wjk represents the weight of the 
connection between the kth neuron of layer Ll-1 and the jth neuron of layer Ll. 

 
2.2 KBNN Neural Networks 
 
The modeling approach using MLP structures could generate accurate as well as fast 
models. However, since MLP is a kind of black-box model structurally embedding no-
problem dependant information, the training process could necessitate a huge amount of 
data to efficiently learn the desired input/output relationships [4], [7], [8]. Generating 
large amounts of training data could be very expensive for high-frequency problems [4], [7], 
so existing knowledge can provide additional information to the original problem that may 
not be adequately represented by the limited training data. In Knowledge-Based Neural 
Networks (KBNN), the neural network can help bridge the gap between empirical model 
and desired solutions. The structure of KBNN [4], illustrated in Fig. 2, is constituted of six 
layers, which are not fully connected to each other, namely input layer X, knowledge layer Z, 
boundary layer B, region layer R, normalized region layer R’ and output layer Y. The 
knowledge layer Z is the place where microwave knowledge resides in the form of single or 
multidimensional function ψ(.). For knowledge neuron i in the Z layer [4] 

 
       (5)  ziii Niz ...1,),(ψ == wx

 
where x is the neural network inputs vector, Nz is the number of knowledge neurons, and wi 
is a vector of parameters in the knowledge formula. The knowledge function ψi(x, wi) is 
usually in the form of empirical or semi-analytical functions. The boundary layer B can 
incorporate knowledge in the form of problem dependent boundary functions B(.). Neuron i 
in the layer B is calculated by 

  
  (6) biii NiBb ...1,),( == vx

  
where vi is a vector of the parameters in BBi defining an open or closed boundary in the input 
space x. The region layer R contains neurons to construct regions from boundary neurons, 
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where αij and θij are the scaling and bias parameters, respectively. The normalized region 
layer R’ contains rational function-based neurons to normalize the outputs of region layer, 
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Fig. 2. Structure of the KBNN neural network. 

 
The output layer Y combines knowledge neurons and normalized region neurons 
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where βji reflects the contribution of the ith knowledge neurons to output neuron yi and βj0 is 
the bias parameter, ρjik is one indicating that region rk’ is the effective region of the ith 
knowledge neuron contributing to the jth output. A total of Nr’ regions are shared by all the 
output neurons. Compare to MLP structures, the prior knowledge in KBNN gives neural 
network more information about the original microwave problem, besides the information 
included in the training data. Consequently, KBNN models have better reliability when 
training data is limited or when the model is used beyond training range [4]. 

 
2.3 PKI Neural Networks 
 
Similarly to KBNN, the Prior Knowledge Input (PKI) neural structure could 
complement the capability of learning and generalizing of the neural network [4]. The 
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structure in Fig. 3 uses an empirical model as the prior knowledge part and a neural 
network to map between the inputs of the original problem, outputs of the empirical 
model and outputs of the neural model. For each set of input vector xk in the training 
data, a corresponding vector ŷk is computed using the empirical model. The neural 
network will then learn the relationship between original problem inputs, empirical 
model outputs (xk, ŷk), and the desired output vector yk. Compare to MLP, the outputs 
of the empirical model help getting better accuracy. 

 
Fig. 3. Structure of the PKI neural network. 

 
2.4 Fuzzy-Neural Networks 
 
The combination of fuzzy systems and neural networks can significantly improve the 
learning ability of a model, especially when the solution is not unique or in presence of 
uncertainties/noise in data used in model training. It is the case when designers use an 
electrical equivalent circuit to characterize a transistor behavior, this circuit is not 
unique but strongly dependent on the technology, the operating frequency, and the 
accuracy of the input measured data [9]. Neural network training algorithms like back-
propagation are usually gradient based learning procedure and the trained network can 
be used to classify data by extrapoling the information learned, while fuzzy clustering 
involves an unsupervised learning approach [10]-[12].  

Among existing fuzzy methods, the Fuzzy c-means (FCM) method is an iterative 
data clustering technique wherein each data point belongs to a cluster to some degree 
that is specified by a membership grade [11]. Clustering in N unlabeled data x = {xi, i = 
1 … N} is the assignment of c number of partition labels to the vectors in X. The 
clustering problem is to find the optimum matrix   U = [uij ∈ [0, 1], i = 1 ... c; j = 1 ... N] 
which minimizes the within cluster sum of distances Jh defined as [11], [12] 
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where h controls the degree of fuzziness, uik describes the belongness of xi to cluster k,  
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and vi is the centroid of ith cluster, 
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In (11), with larger values of h, the membership uik tends to be closer to 1/c, and 

therefore fuzzier [12].  
 
3  Transistor Modeling  
 
Because the FET is one of the most widely used active devices in modern 
communication systems, a large number of modeling approaches have been proposed 
to characterize its behavior [13]-[18]. Detailed physics-based transistor models are 
accurate but slow. Table look-up models can be fast, but suffer from the disadvantages 
of large memory requirements and limitations on number of parameters.  
Nevertheless they are difficult to develop, equivalent circuit models remain the most 
used modeling approach where the element values can be determined either by direct 
extraction [13] or by optimization-based extraction [14]. Fast and simple to implement, 
direct-extraction techniques provide adequate values for the more dominant circuit 
model elements but they cannot determine all the extrinsic elements uniquely [15]. On 
the other side, optimization-based extraction techniques are more accurate but 
computationally intensive and relatively sensitive to the choice of starting values. Also, 
to make them attractive to non-experienced users, such techniques often assume a prior 
universal topology referred as the FET standard topology or circuit #1 (Fig. 4) [16].  

Determining the most suitable small-signal equivalent circuit topology and accurately 
extracting its element parameters is the aim of the proposed approach. Based on a large 
literature review, the authors created a library with different circuit topologies displayed 
in Fig. 5 to 8 [17]-[20].  

In electronics, any network with external connections (ports) can be described with a 
set of independent and dependent variables. The independent variables represent 
external inputs while the dependent variables represent the system responses. Utilizing 
circuit theory transformations [21], [22], different sets of network parameters can be 
used to mathematically describe the input-output relationships such as Z-parameters 
(impedance matrix), Y-parameters (admittance matrix), T-parameters (transfer matrix), 
or S-parameters (scattering matrix). There are several advantages of using S- and T-
parameters in high frequencies; S-parameters are the most reliable in terms of 
measurements, while T-parameters are the most convenient for computing the overall 
characteristic matrix of a combination of cascaded high-frequency networks.  
For a given transistor, a standard topology extraction [13] was then performed and the 
obtained S-parameters (Sij

s
, i, j = 1, 2) from the standard topology were compared to the 

measured S-parameters (denoted as Sij
m

, i, j = 1, 2). If the difference is greater than the 
user-defined error, a new circuit topology should be selected from the library. By 
combining the Fuzzy c-means method and the small-signal representation of the device 
behavior, the most suitable transistor topology can be deduced, as shown in Fig. 9. 
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Fig. 4. FET standard circuit (topology # 1) [16]. 

 
Fig. 5. FET circuit topology #2 as reported in [17]. 

 

 
Fig. 6. FET circuit topology #3 as reported in [18]. 
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Fig. 7. FET circuit topology #4 as reported in [19]. 

 
Fig. 8. FET circuit topology #5 as reported in [20]. 

 
In fact, for any circuit #k of the library, the related Sk matrix was compared to the 

given input Sm matrix and each element of the 2x2 error matrices Ek, Re and Ek, Im,  
 

    i, j = 1, 2  (13) ( mkRek
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will receive a score depending on its value. Thus, topology #k with smallest Ek, m, 
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i.e., smallest score, will be selected as the most suitable equivalent model topology. 
Here, Re(*) and Im(*) denote real part and imaginary part respectively. If the final error 
is not acceptable, a new circuit topology should be selected from the library. 

By combining the FCM method and the small-signal neural representation of the 
device, our approach allowed selection of the most suitable transistor topology. Finally, 
MLP-NN models have been generated (one for each topology) and the selected 
topology was used to extract the corresponding circuit element values via a simple 
extraction loop. However, since there is no prior knowledge on the input S-parameters, 
it is impossible to compute numerically (15). Let {Ωs} be the set of Ps elements Ωs

p (p = 
1 … Ps)  in the standard topology. A symbolic code was developed using [23] to 
analytically derive the following nonlinear functions  

 
 { }( )kskk Ω= ,ijijij SfS     i, j = 1, 2     k = 1 … 5 (16) 

 
where {Ωk} is the set of the Pk elements added in circuit #k versus the standard 
topology, e.g.,  
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As an illustration, the procedure used to obtain the overall S matrix of the standard 

topology is presented in Appendix I along with a symbolic code to invert complex 
matrices. In fact, since the Z-matrix is the inverse of the Y-matrix, such procedure 
involves many matrix inversions. Therefore, the following alternative fuzzy criteria can 
be defined for each topology #k as 
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Since these equations are strongly interdependent and highly nonlinear, we used 

neural networks to learn them. By varying the values of the different elements Ωk
p (p = 

1 … Pk) of set {Ωk}, we can compute the Sk scattering matrix and therefore, the 
difference {Sk - Ss}. As shown in Fig. 10, the resulting data in the form of      
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Fig. 9. Algorithm of the proposed method. 

 
was submitted to a three-layer (MLP3) neural network structure for training using [24]. 
The input layer has 9 neurons (the 4 real and 4 imaginary parts in (18) and the operating 
frequency f) while the output layer contains Pk neurons. The hidden layer is composed 
of 22 to 45 neurons depending on the data file under training.  
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A final extraction is then performed in the form of an optimization loop with vector 
 

 [ ]sskk
sk PP ΩΩΩΩ=Ω ,,,,, 11 KK  (19) 

 
as starting vector. Since this vector is close to the final solution, it assures a very fast 
convergence. In fact, the maximum number of iterations for 100 sets of S-parameters 
did not exceed ten iterations with a CPU time of 11s and a user predefined error of 2%. 

 
Fig. 10. Neural network model development for circuit #k. 

 
4  Transistor Characterization 
 
4.1 Example 1: MESFET with Simulated Data 
 
The first device to be characterized is the MESFET reported in [25] using FET topology 
#4. Since in this paper all circuit element values are given as well as the final error 
between measured and calculated S-parameters, a reliable comparison can be performed 
for a full validation. In fact, by comparing the S-parameters (Fig. 11) and the extracted 
values given in [25] with those obtained in 2.3 seconds using our technique (Table I), 
topology #4 achieved the closest agreement with a smaller final error (2.9% vs. the 
8.4% in [25]) defined for a set of Nf selected frequency values fq  (q = 1 … Nf) as [25]  
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Fig. 11. MESFET: Comparison of S11 parameter given in [25] (♦) with those extracted 

using: ---- : standard topology,   __ __  : topology #2, o : topology #3,   
 ____  : topology #4, * : topology #5. 

 
Table I. MESFET: Comparison Between the Parameters  

Reported in [25] and our computed results. 
 

 Circuit #4 Our Values 
Cgs (pF) 0.277 0.215  
Cgd (pF) 0.0207 0.0211 
Cds (pF) 0.0993 0.101 
gm (mS) 26.9 27.3 
τ (ps) 1.22 1.25 
Ri (Ω) 15.3 15.1 
Rgd (Ω) 43.8 43.6 
Rds (Ω) 215 218 
Rg (Ω) 8.9 9.1 
Rs (Ω) 7.5 7.3 
Rd (Ω) 13.6 13.2 
Ls (nH) 0.437 0.441 
Ld (nH) 0.452 0.447 
Lg (nH) 0.254 0.258 
Cgsp (pF) 0.0409 0.0397 
Cgdp (pF) 0.001 0.001 
Error (%) 8.4 2.9 

 
4.2 Example 2: PHEMT with Measured Data 

 
In a second example, we measured the S-parameters of an AlGaAs/InGaAs-GaAs 
PHEMT. Then, we specified a user-defined error of 2%. After 2.1 seconds, our method 
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showed that FET topology #3 was the most appropriate (Fig. 12) with an acceptable 
final error of 1.8%, smaller than the above user-defined error.   
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Fig. 12. PHEMT: Comparison of measured S11 parameter (♦) with those extracted 
using: ---- : standard topology, _____  : topology #3. 

 
5  Circuit Modeling and Design  
 
For circuit design, we trained a PKI structure for a one-stage amplifier to learn its input-
output relationship and thus, to predict the two-stage amplifier response. The PKI input 
vector contained the input power, the DC bias, and the frequency. The output vector 
contained the output power of the two first harmonics. Data generation was performed 
from 0.5GHz to 1.5GHz, step size of 0.025GHz, while the DC voltage was varied from 
2V to 4 V, step size of 0.2V. The input power was swept from -100dBm to -90dBm, 
step size of 1dBm. A KBNN was also built using the same data range to enhance the 
two-stage model prediction beyond the training range. The empirical coarse model was 
given from an MLP model using the same data. As expected, the PKI model allowed 
significant reduction of the CPU time (0.2s vs. 12s for the original simulation run in 
ADS [20]). Furthermore, and as expected, KBNN showed a better agreement with 
original data from [20] than those given by the MLP for input values beyond the 
training range (Table II).  
 

Table II. Two-Stage Amplifier: Fundamental Output Power {Pout (ω)} and Second 
Harmonic Output Power {Pout (2ω)}. 

 
 Pin(ω)=-95dBm Pin(ω)=-85dBm 

 Pout (ω) 
in dBm 

Pout (2ω) 
in dBm 

Pout (ω) 
in dBm 

Pout (2ω) 
in dBm 

[20] -76.67 -191.05 -62.81 -168.24 
MLP -70.45 -159.91 -81.35 -187.46 
KBNN -75.44 -189.20 -60.97 -165.29 
PKI -76.67 -190.31 -57.41 -160.22 
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6  Conclusions and Future Work 
 
In this paper, different advanced CAD tools have been presented. They combine fuzzy 
and neural techniques to obtain the most suitable small-signal electrical equivalent 
circuit of a given transistor and efficiently predict a circuit response. They will be 
shortly extended to include nonlinear as well as thermal transistor behaviors at the 
component level, and highly nonlinear circuits at the circuit level.   
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APPENDIX I – S MATRIX OF TOPOLOGY #1 

Let us divide the elements of the transistor equivalent circuit (topology #1, Fig. 4) into 
two groups: intrinsic and extrinsic elements, as shown in Fig. 13 [16]. The intrinsic 
elements are those in the transistor chip while the extrinsic ones (outside the dotted 
rectangle) represent the parasitic elements.  

 
Fig. 13. Decomposition of the circuit into two parts: intrinsic and extrinsic [16]. 

Transistor Intrinsic Admittance Matrix 

Accordingly to the circuit topology, the elements of the intrinsic admittance matrix, 
denoted Yint, can formulated as [16]  
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Transistor Overall S Matrix 

To obtain the overall S matrix from Yint, some matrix manipulations are required as 
described in Fig. 14. Since this process involves many Z to Y matrix inversions (since 
Y = Z-1), we developed a symbolic code to address such issues. 
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#      RESULTS FROM THE SYMBOLIC CODE: FINAL Z MATRIX 
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Fig. 14. Overall S matrix calculation from the intrinsic admittance matrix Yint. 
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